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Abstract

WDM (Wavelength Division Multiplexing) networks are emerging as a practical and
future–proof solution to provide the infrastructure of the next generation Internet. It
is still not clear, however, what structure of IP over WDM networks is best suited
to satisfy the growing bandwidth requirements in the future Internet. The number of
wavelengths is probably a key factor, and then, the question is; is it possible to realize
IP over a–thousand–wavelength division multiplexing? And is it useful to resolve
the network bottleneck against an explosion of the traffic demand of the end users?
The answers are yes. In this article, we first present the way to multiplex a thousand
wavelengths on the fiber link, by which the link bottleneck can be solved. We then
examine how the IP over WDM network utilizing wavelength routing can relief the
router bottleneck through the numerical examples using the actual traffic data and
network topology.

1 Introduction

WDM (Wavelength Division Multiplexing) networks are
emerging as a practical and future–proof solution to pro-
vide an infrastructure of the next generation Internet [1]. A
currently available technology uses WDM on the fiber link
(Figure 1(a)). That is, each wavelength on the fiber is treated
as the link by the IP router, and multiple links are offered
between IP routers by the WDM technology. The conven-
tional multiple–link handling technique can be utilized in
this case. In the currently available products, only four to
eight wavelengths are provided, but if we have more wave-
lengths on the fiber link, the bottleneck of the link band-
width could be solved.

Actually, as opposed to a common belief, multiplexing
of a thousand wavelengths on the fiber is possible in the
near future. By looking carefully at the loss spectrum of
silica-based optical fiber, a super-wide transmission win-
dow of about 350nm (roughly 50 THz) extends over the
spectral range of 1310-1660 nm, whose attenuation is be-
low 0.3 dB/km. Had the bandwidth of 50 THz, wavelengths
on the WDM link could be increased by a factor of more
than ten, say, 1000 wavelengths with the channel spacing of
50 GHz, without increasing the density of wavelength spac-
ing. In Section 2, we will explain the realization method in
more detail.

A thousand wavelengths could resolve the link bottleneck
against an explosion of the traffic demand for the current

and future Internet. Of course, it is insufficient since a thou-
sand wavelengths might only result in that the bottleneck is
shifted to an electronic router. To relax the bottleneck at the
router, an introduction of optical switches has actively been
discussed. One possible realization is that a logical topol-
ogy is constituted by wavelengths on the physical network
(see [2] and references therein). The physical network con-
sists of the optical nodes and the optical–fiber link connect-
ing nodes. Each optical node has optical switches directly
connecting an input wavelength to an output wavelength,
by which no electronic packet processing is necessary (see
the upper part of Figure 2 for the structure of the optical
switch). Then, the direct wavelength path can be set up even
if the distance of nodes are more than two hops in the phys-
ical network. An example is shown in Figure 1(b). From
nodeN1 to nodeN3, the direct wavelength path is set up by
using the wavelength�2, by which the processing for packet
forwarding at nodeN2 is not necessary. We note here that
in the above example, we do not consider the wavelength
changes at the optical switch. If it is available, more flexi-
ble wavelength routing can be achieved [3].

By establishing the wavelength–routed network as in Fig-
ure 1(b), we have the logical topology consisting of wave-
length paths as illustrated in Figure 1(c), showing a logical
view of the underlying network to the IP routers. In Fig-
ure 1(c), there is no direct wavelength path for packets from
nodeN1 toN4. It is because the wavelength is not available
to establish the wavelength path, and therefore, those pack-
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Figure 2: Structure of Wavelength Router [2]

ets should be passed to the electronic router at nodeN3 for
further forwarding the packets destined for nodeN 4 (see the
lower part of Figure 2). By comparing Figures 1(a) and 1(b),
however, it is apparent that required packet processing at the
router can be reduced by introducing the optical switches.
We should note here that the other structure of optical nodes
can also be considered, but the above–mentioned node ar-
chitecture is preferable since there is no need to modify the
IP mechanism.

It is desirable to have many wavelengths since it increases
an opportunity to establish a larger number of wavelength
paths, However, one problem that we have to consider is
the constraint on the amount of optical hardware that can
be provided, by which the number of wavelength paths ter-
minated at the node is limited. The number of ports the
electronic switch at the router can handle is another factor
restricting the number of wavelength paths. Those numbers
limit the degree of the logical topology. The wavelength
router shown in Figure 2 corresponds to nodeN 3 in Fig-
ure 1(b). The packets from nodeN1 to N4 are once for-
warded to the electronic router and again put on the wave-
length path from nodeN3 to N4 since the wavelength path
is terminated at nodeN3. In Figure 2, the degree of the log-
ical topology is two; just same as the number of the number

of wavelengths. However, as the number of wavelengths
becomes large, the constraint on the degree of the logical
topology would be dominant to determine the performance
of IP over WDM networks. By taking account of those con-
straints, we will derive the bound on the required processing
capability of the packet forwarding at the electronic router
in Section 3.

While a lot of researches have been devoted to the design
method of logical topologies for wavelength–routed optical
networks (see, e.g., [3, 4] and the survey paper [2]), it is still
not clear how much the increased number of wavelengths
can reduce the requirement on the processing overhead of
the electronic router. As a second part of this paper, we will
investigate it by numerical examples in Section 3. More
recently, the IP over WDM network based on the MPLS
(Multi-Protocol Label Switching) technology is discussed
in the IETF [5]. A fundamental principle presented in [5]
is very similar to the above–mentioned IP over WDM net-
works using the logical topology. Thus, our discussion in
this paper is also applicable to the MPLS–based IP over
WDM networks.

This paper is organized as follows. In Section 2, we will
describe how WDM with a thousand wavelengths can be
realized. We next demonstrate how much the network bot-
tleneck can be relieved by such a technology in Section 3.
For this purpose, we first summarize several bounds includ-
ing the traffic congestion, which shows the maximum traffic
load on the logical link, and the processing capacity neces-
sary to accommodate the growing traffic. Then, numerical
examples are provided by using the actual traffic data and
network topology. Some concluding remarks are described
in Section 4.

2 Challenge for WDM with A Thou-
sand Wavelengths

In Figure 3, a loss spectrum of typical low–loss optical
fiber is shown. A super–wide transmission window be-
low 0.3 dB/km extends over 400nm (roughly 50 THz) in
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Figure 3: Loss Spectrum of Typical Low-Loss Optical Fiber

the spectral range of 1290-1690nm [6]1. Had the band-
width of 50 THz, the wavelength channels of WDM could
be increased by a factor of more than ten from conventional
WDM channel count up to 100. For example, the number of
channels which can be accommodated in the window with a
moderate tolerance of optical frequency of light source can
be calculated to be 2500, 1000, and 556 with the grid in-
tervals of 20 GHz, 50 GHz, and 90 GHz, respectively, for
2.5 Gbps, 10 Gbps, and 40 Gbps [7]. As currently avail-
able gain bandwidths of optical amplifiers are limited up to
80nm (10 THz) within a range of 1530-1610nm, it is not
wide enough to accommodate 1000 wavelengths. even if
dense WDM approach is adopted.

It is a challenge to exploit the wavelength resource by
fully utilizing the super–wide window of optical fibers. The
challenge includes both the dispersion compensation of op-
tical fibers and the gain flattening of optical amplifier over
the super–wide window. To the authors’ knowledge, the
above issues have not been well addressed in depth.

The dispersion of optical fiber determines the product of
bit rate and distance. There would be two approaches to re-
alize low dispersion over a wide spectral range. Dispersion
compensation is a conventional technique that uses disper-
sion compensation fibers (DCFs) having a reverse disper-
sion to cancel the dispersion. Recently, reverse dispersion
fiber (RDF), a special class of DCFs, has shown to nearly
cancel the dispersion below 1 [ps/nm/km] in the spectral
range of 100nm. Dispersion flattened fiber (DFF) is another
candidate having nearly zero dispersion in a desired spec-
tral range. By tailoring the refractive–index profile of the
fiber, the value of dispersion less than 6 [ps/nm/km] would
be realizable over the super–wide window of 50 THz. Al-
though, the dispersion compensation over the super–wide
window has not been achieved in practice, either RDF or
DFF would be promising to realize the dispersion less than
a few ps/nm/km in the super–wide window. With this
amount of dispersion, the product of bit rate and distance,
(bit rate)2�(distance) is roughly estimated around 4�104
(Gbps)2-km. This value allows the bit rate of 2.5 Gbps for
6400 km, 10 Gbps for 400 km or 40 Gbps for 25 km. The

1The absorption peak at thewavelength of 1390nm is eliminated from
the figure.

details will be shown in a forthcoming paper.
The gain flattening over the super–wide window of 1290-

1690nm would be feasible with fiber–based optical ampli-
fiers by the composition of gain bandwidths of different
types of amplifiers such as doped fiber amplifiers (FAs)
together with fiber Raman amplifier. Gain bandwidths of
currently available doped–fiber amplifiers are shown in Fig-
ure 3 [8]. It include a composite Er-doped silica–based FA
in 1530-1560nm and 1575-1600nm, Er-doped fluoride FA
having a broad gain bandwidth of 80nm in 1530-1610nm
band, Tm-doped silica–based FA in 1450-1500nm band,
and Pr-doped fluoride FA in the 1280-1320nm band. These
gain bandwidths are not wide enough to cover the super–
wide window, and the pump wavelengths specific to FAs
are required. There still remain uncovered spectral regions,
and so searches for appropriate dopants and the fiber ma-
terials are currently underway. On the other hand, unique
to fiber Raman amplifier is that the operation wavelength
is arbitrary with the Raman shift of 400cm�1 and the gain
bandwidth of 6 THz. Therefore, the gain gaps of doped–
fiber amplifiers can be filled with the fiber Raman amplifier
by using appropriate pump wavelengths.

As for the optical hardware, it would not be practical
to provide each node with a thousand optical transmitters
and optical receivers. A 1000�1000 wavelength router of
Figure 2 has to be also accommodated at each node. A
multi–wavelength light source combined with wavelength
selector can be used for the optical transmitter because it
does not require the wavelength tunability, and it is com-
pact. The promising for the multi–wavelength light source
are a super–continuum laser [9], an optical frequency comb
generator [10], and a mode–locked laser as well as mono-
lithically integrated multi–wavelength laser diode array. For
the wavelength router, 2.56 Tb/s, 16�16 wavelength divi-
sion/space division switch using 16 wavelengths has been
realized [11]. The key devices of the wavelength router are
the wavelength multiplexer/demultiplexer and a semicon-
ductor optical amplifier (SOA) gate–based switch. An ar-
rayed waveguide grating (AWG) is promising for the wave-
length multiplexer/demultiplexer. The number of ports up
to a hundred and the wavelength spacing down to 10 GHz
have been realized. The AWG will be no problem to scale
up to 1000 ports. To realize 1000�1000 wavelength router,
technologies for the assembly of optical components as well
as either monolithic or hybrid integration of the above de-
vices have to be developed to maintain a low consumption
power and its compactness.

3 A Thousand Wavelengths are Use-
ful against the Router Bottleneck?

In this section, we first summarize the bounds on (1) the
traffic congestion, (2) the required number of wavelengths
and (3) the required packet processing capacity of the elec-
tronic IP router. Numerical examples are then presented us-
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ing the actual traffic data and network topology to discuss
how a thousand wavelengths can relief the router bottleneck.

In what follows, we will call the IP over WDM network
using the physical topology directly as theWDM link net-
workand the IP over WDM network using the logical topol-
ogy as theWDM path network.

3.1 Performance Bounds for the Logical
Topology

For obtaining the logical topology from the physical topol-
ogy of the WDM network, we need introduce some design
algorithm [2]. However, since our main purpose of this pa-
per is to compare WDM link and path networks, we simply
consider the bounds on some performance metrics.

Let Gp(N;Ep) represent the directed physical topology,
whereN andEp are the numbers of nodes and links, respec-
tively. The logical topologyGl(N;El) built from Gp has
several bounds. In what follows, we briefly summarize the
results obtained in [3]. Let us introduceT = fesdg as the
traffic matrix whereesd shows the packet arrival rate from
source nodes to destination noded. For a specific logical
topology and routing scheme, we can determine the arrival
rateeij on logical link(i; j) of the logical topology. In a di-
rected logical network withEl links, thetraffic congestion
defined by

emax
l = max

ij
eij (1)

is determined as

emax
l � �H=El; (2)

where �H is a traffic–weighted average number of hops be-
tween a source–destination pair, and is determined in sev-
eral ways.

To our best knowledge, a lowest bound on�H for any log-
ical topology and maximum degree� l is shown in [3] as
follows. Consider the idealized logical topology in which
for each source the�l destinations with the largest traffic
are connected by one–hop paths, the next�2

l destinations
in a descending order of traffic rate are connected by two
hop paths and so on. For1 � s � N , let �s be a permuta-
tion of (1; 2; : : : ; N), such that

es�s(d) � es�s(d
0); if d � d0: (3)

Letm be the largest integer satisfying the following inequal-
ity:

N > 1 +�l + : : :+�m�1
l =

�m
l � 1

�l � 1
: (4)

Further define

nk =

8<
:

0; if k = 0;Pk

s=1�
s
l ; if 1 � k � m� 1;

N � 1; if k = m:

(5)

Then, for all logical topologies with maximum degree� l

and all routing schemes on the topologies, we have

�H � �Hmin =

NX
s=1

mX
k=1

N�1X
d=nk�1+1

es�s(d): (6)

The minimum bound for the congestion is finally given as

emax
l � �Hmin=El: (7)

In the above, however, the wavelength capacity is not ex-
plicitly considered. It is likely that the traffic between some
node pair cannot be accommodated by the single wave-
length, and two or more wavelengths would be necessary.
To account for it, we modify it as follows. First, let us in-
troduce�esd defined by

�esd = desde; (8)

which shows the required number of wavelengths for
source–destination pair(s; d) by assuming that the traf-
fic matrix is given in the unit of the wavelength capac-
ity. Then the sum of traffic originated from nodes, E s =P

d �e
sd, gives the total number of wavelength paths for

source nodes. Since the first�l traffic can be sent by one–
hop paths, the next�2

l traffic by two–hop paths and so on,
as before. Eqs. (4) and (5) defined above now becomes

Es � �l +�2
l + � � �+�ms

l ; (9)

and

nk =

� Pk

s=1�
s
l ; if 1 � k � ms;

Es �
Pms

s=1�
s
l if k = ms + 1:

(10)

We then have

�H�

min =

NX
s=1

ms+1X
k=1

nk (11)

Or, if we want to take account of the traffic rate less than the
wavelength capacity, more minute derivation is possible, but
we omit it due to lack of space.

An establishment of the degree�l of the logical topol-
ogy depends on the number of wavelengths on the fiber. For
given directed physical topologyGp(N;Ep), we have the
bound on the required number of the wavelengths,�, as
follows [3]. Lethij denote the number of hops in the short-
est path from nodei to nodej. For each nodei, let l i(�l)
denote the sum of the�l smallest values ofhij for different
j. Then, we have

� � (1=Ep)

NX
s=1

ls(�l): (12)

We finally obtain the bound on the required processing
capability of the electronic router as

cl � emax
l �l: (13)

We next consider the WDM link network. For given
physical topology, the congestionemax

p on the link can be
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Figure 4: NTT’s Backbone Network

determined directly if the shortest path routing is assumed.
For this, we assume that the propagation delays between
routing nodes are a dominant factor to determine the end–
to–end delays, i.e., we do not consider the queueing delays
at the routing nodes. To process the incoming packets at the
electronic router, its capacity for packet processing should
be at least larger than the traffic load; i.e.,

cp � emax
p �p; (14)

where�p is a maximum degree of the physical topology.
We note that for the WDM link network, the larger number
of wavelengths can lead to less utilization of each wave-
length, but it does not help decreasing the total packet pro-
cessing requirement at the router.

3.2 Numerical Examples

In this subsection, we show how a thousand wavelengths
can meet the growing demand of the Internet traffic. For
this purpose, we use the NTT’s 49-node backbone network
in Japan (Figure 42). For the traffic pattern, we use the pub-
licly available traffic data provided by NTT [12]. It is a
summary of the telephone traffic represented in Erlang be-
tween the nodes, and therefore, it does not represent the IP
traffic. However, after we examine the data carefully, we
convinced that it reflects the population distribution in Japan
and the development level of the industries. At the same
Web site, subscription numbers of the Internet accesses (ac-
tually 2B+D ISDN lines) are available. We also found that
the distribution of those numbers is very similar to the traf-
fic data of the telephone network. Therefore, we believe that
the results can also be applied to the IP network to some ex-
tent.

We assume that each wavelength has a capacity of
10 Gbps. Since the telephone traffic load is given in Er-

2The figure is available athttp://www.ntt.co.jp/databook/
setubi/gif/setubi_sise_map.gif . We change names of cities
in the figure to English. In the NTT’s network, the node is placed at each
prefecture, and the nodes at developed cities tend to have a larger number
of degrees. It has a maximum degree of 9 while a minimum 2

lang, we determine the traffic load by assuming that each
telephone traffic is generated at 64 Kbps. However, the traf-
fic data itself is for the telephone network, and the amount
of traffic volume is not large. The total traffic load is
about 3 Gbps, the maximum traffic load between nodes be
70 Mbps. (Here, we only consider the average traffic load
and the traffic load during busy hours may be, say, ten times
larger than the average.) We thus introduce the scale factor
�, which is used for increasing the amount of total traffic
load artificially.

Furthermore, we assumed the distance of every link to be
one in obtaining the results, which is necessary in determin-
ing the shortest paths between nodes. Last, we assume that
the packet length is 1,000 bits, and the required packet pro-
cessing capacity at the electronic router is simply derived
by dividing the offered load by the packet length.

Figures 5(a) and 5(b) show the required maximum packet
processing capacity at the router and the required number of
wavelengths on the fiber, respectively. The horizontal axis
shows the scale factor�, which starts at� = 103 corre-
sponding to 3 Tbps in total. As shown in the figure, the
introduction of the WDM path network can reduce the re-
quired packet processing capacity in one magnitude, and the
larger logical degree and many wavelengths leads to less
processing capacity. However, it may be difficult to have
the large logical degree since it means that a larger num-
ber of ports becomes necessary at the router. However, even
when the logical degree is restricted, the necessity of at least
several hundreds of wavelengths is clear as the scale factor
of the traffic load exceeds106.

We should note here that we assume the idealized logical
topology to obtain the bounds shown in the figure while the
actual physical topology is used for the WDM link network.
It overestimates the ability of the WDM path network to
some extent. Actually, heuristic algorithms presented in the
literature does not offer the minimum bounds. See, e.g., [3].

Since the data we used is NTT’s telephone traffic, one
may think that the generality of results is questionable. For
only comparison purpose, we next examine the other traffic
distribution. We set the traffic between every node–pair to
be same while the total traffic is kept identical to the pre-
vious case. The results are shown in Figure 6, where the
same tendency can be observed, and the introduction of the
WDM path network becomes more remarkable.

One problem observed from the figures is that the re-
quired processing capacity at the router becomes too large.
While it depends on the advancement of the router technol-
ogy, the requirement of about104 � 105 Mpps for� = 105

does not seem to be acceptable at least in the near future.
Perhaps, one solution is to distribute the traffic by introduc-
ing more optical nodes. To examine it, we consider the hi-
erarchical structure of the network topology. More specifi-
cally, the ring network is attached to each node of Figure 4
as the metropolitan area network, and the numberLN of lo-
cal nodes are connected to the ring (see Figure 7). To keep
the traffic distribution of the national network same, the traf-
fic load at the original node is equally distributed among the
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Figure 5: Results for NTT’s Traffic Case

local nodes.
Figure 8 shows the results dependent on the number of

local nodes. In obtaining the figure, we set the scale fac-
tor � = 105, corresponding to 300 Tbps of the total traf-
fic. Note that the local ring would not be necessary for the
node sending and/or receiving the small amount of traffic,
but we consider that all nodes have the local ring in this ex-
ample. Thus, the total number of nodes becomes49 � LN
in the numerical example. The effect of having more local
nodes is remarkable; the required processing capacity can
be much reduced as shown in Figure 8(a). On the other
hand, Figure 8(b) indicates that the increase of the required
wavelengths is limited. In this case, the required processing
capacity at the router is sustained below103 Mpps even for
the 300 Tbps total traffic. While we do not show in the fig-
ure, the required packet processing capacity for the WDM
link network is still large (beyond105 Mpps) since the in-
troduction of the local ring does not help resolve the bottle-
neck taking place at the node directly connected to the back-
bone network. The reduction of the router bottleneck can be
relaxed even with ten wavelengths. However, Figure 8(a)

102

103

104

105

106

107

108

103 104 105 106 107

R
eq

ui
re

d 
P

ro
ce

ss
in

g 
C

ap
ab

ili
ty

 (
M

pp
s)

Scale Factor α

WDM Link
WDM Path δl = 8

32
128
512

1024
4096

(a) The Required Packet Processing Capacity

1

10

100

1000

103 104 105 106 107

R
eq

ui
re

d 
# 

of
 W

av
el

en
gt

hs
 Λ

Scale Factor α

δl = 4096
1024
512
128
32
8

(b) The Required Number of Wavelengths

Figure 6: Results for Homogeneous Traffic Case

shows that it is very useful to have more wavelengths for
resolving the router bottleneck.

4 Concluding Remarks

In this article, we have first presented the way to multiplex
a thousand wavelengths on the fiber link, by which the link
bottleneck can be solved. We have then addressed how the
IP over WDM network utilizing wavelength routing can re-
lief the router bottleneck through the numerical examples
using the actual traffic data and network topology.

From the discussions, we are now able to point out sev-
eral research topics that we should challenge for the next–
generation high–performance Internet. The advancement
of high–performance router technology is very important
to enjoy a large capacity of WDM with a thousand wave-
lengths. The router with the larger number of ports is espe-
cially important.

In Section 3, we have assumed that the physical topology
is given since in many cases, it is determined by the geo-
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Figure 7: WDM Ring for MAN attached to the National
Network

graphical conditions. The restriction by the physical topol-
ogy can be relaxed by introducing the hierarchical network
as shown in Section 3. However, the topology design of the
physical network is helpful if it is possible, since the degree
of the physical topology is an important factor to determine
the network performance.

As described in Section 3, our results for the logical
topology (i.e., WDM path network) were based on the sev-
eral bounds while the actual data was used for the physi-
cal topology (WDM link network). The bounds assume the
idealized logical topology, but we may not be able to have
it since the existing algorithms in the literature are heuristic
and may only provide the sub–optimal solutions except for
the very small–sized network. How about the large size of
the network? The existing algorithms may or may not pro-
vide the near–optimal solution within an acceptable compu-
tational time. The further research on the development of
the design algorithm for the logical topology is still neces-
sary.

Finally, there may be a more attractive architecture to IP
over WDM networks other than the ones that we have con-
sidered in this article, so that the constraints described above
are not problems. Its pursuit is also necessary.
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