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1 Intr oduction

In a paclet-switchednetwork, a feedback-basedonges-
tion controlmechanismis essentiato provide datatrans-
fer servicesefficiently. Its main objective is to prevent
paclet lossesin the network, andto utilize network re-
sourceseffectively. The currentinternetusesa window-
basedflow control mechanismin its TCP (Transmission
Control Protocol),asthe feedback-basedongestiorcon-
trol mechanismAs anexample,aversionof TCPmecha-
nismcalledTCPRenousegacletlossesn thenetwork as
feedbackinformationfrom the network sincepaclet loss
implies congestioroccurrencen the network [1, 2]. Un-
til pacletlossoccursin the network, TCP Renogradually
increasedts window size.As thewindow sizeexceedsts
available bandwidth,excesspaclets are absorbedy the
buffer of anintermediategatavay for someperiod. If the
window size increasedurther, the buffer of the gatavay
overflows, leadingto paclet losses. The sourcehostde-
tectsanoccurrencef pacletlossesn thenetwork by, for
example,receving duplicateACKs, andquickly reduces
its window size. After reductionof thewindow size,con-
gestionin the network will berelieved. Oncecongestion
in the network is over, the sourcehostincreasests win-
dow sizeagain. In short,the congestioncontrol mecha-
nism of TCP first increasests window size,andassoon
asit detectspaclet lossesin the network, it reducesits
window size. The congestiorcontrol mechanisnof TCP
repeatghis processndefinitelyduringthe connection.

The congestioncontrol mechanismof TCP was de-
signedto work withoutary knowledgeon underlyingnet-
work including the gatevay’s algorithm. Namely the
congestioncontrol mechanisnof TCP assumesothing
abouta gatevay’s operation It is becausaeithera paclet

schedulinglisciplinenor a pacletdiscardingalgorithmof

the gatavay is known by the sourcehostin realnetworks.

Actually, separatiorof TCP's congestiorcontrol mecha-
nismfrom the gatavay’s algorithmis desirablevhensev-

eral types of congestioncontrol mechanismsand gate-
way’s algorithmsco-e&xist in the network asin the cur

rent Internet. However, sucha generalityof the conges-
tion control mechanismof TCP significantly limits the
network performance.

Accordingly, severalgatavay-basedaongestiorcontrol
mechanisméave beenproposedo supportanend-to-end
congestiorcontrol mechanisnof TCP [3, 4, 5]. Oneof
promisinggateavay-basedongestiorcontrolmechanisms
is a RED (RandomEarly Detection)gatavay [4]. The
key ideaof the RED gatevay is to keeptheaveragequeue
length(i.e., the averagenumberof pacletsin the buffer)
low. Basically the RED gatevay randomlydiscardsnin-
comingpacletwith a probabilitythatis determinedased
on the averagequeuelength. The operationalgorithm of
the RED gatavay is quite simple so that the RED algo-
rithm can be easilyimplementedn real gatavays. The
authorsof [4] have claimedadwantagef the RED gate-
way over a corventional Tail-Drop gatevay as follows:
(1) the averagequeuelengthis keptlow, sothatan end-
to-enddelay of a TCP connectionis alsokeptsmall, (2)
the RED gatevay hasno biasagainstbursty traffic asin
the Tail-Drop gatevay, and (3) a global synchronization
problemof TCP connectiongoundin the Tail-Drop gate-
way is avoided. However, the characteristicef the RED
gatevay hasnot beenfully investigated.

Therehave beensereral simulationstudiesof the RED
gatevay [4, 6, 7]. But therestill remainopenissues.The
hardestoneis how to determineseveral control parame-
tersof the RED gatevay. Despitethe factthat effective-



nessof the RED gatevay is fully dependenbn a choice
of controlparameter§s, 8, 9], it hasnotbeenknown how
to configurethosecontrol parametersThe authorsof [4]
have proposeda recommendedetof control parameters,
but it is justanempiricalguidelinewithoutary theoretical
basis.Thereareonly afew analyticalstudiesonthe RED
gatevay. In [10], the authorshave analyzedthe perfor
manceof the RED gatavay for burstyandlessburstytraf-
fic. However, their analyticmodelis very simpleandnot
realistic;theinput traffic to the RED gatevay is modeled
by abatchPoissomprocesswhich completelyngglectsthe
dynamicsof the congestioncontrol mechanisnof TCP.
In [11], the authorshave analyzedthe dynamicsof the
RED gatevay, but theinputtraffic is still limited to either
arenaval procesr anMMPP (Markov ModulatedPois-
son Process). Sincethe RED gatevay was designedto
cooperatevith thecongestiorcontrolmechanisnof TCR,
dynamicsof TCP mustbe taken into accountto under
standthe substantiapropertyof the RED gatavay.

The objective of this paperis to analyzethe behaior
of the RED gatevay undercontrolledtraffic by TCP. We
explicitly modelthe dynamicsof the congestioncontrol
mechanisnmof TCP, andanalyzethe steadystatebehaior
of the RED gatevay. Throughseveral numericalexam-
ples,we investigatehow control parameter®f the RED
gatevay affectsits behaior. Our analyticresultmakesit
possibleto configurecontrolparametersf the RED gate-
way undervariousnetwork configurations.

This paperis organizedasfollows. In Section2, the
network modelwe will usethroughoutthis paperis de-
scribed,followed by brief explanationof the RED gate-
way. Section3 is themainpartof this paperwheresteady
stateanalysisof the RED gatevay with controlledtraffic
by TCPis performed.In Sectiord4, we presenseveralnu-
mericalexamplesto illustrate how control parametersf
the RED gatevay affectsits behaior, andto demonstrate
thevalidity of our analysis.

2 Analytic Model

Figure 1 illustratesour network modelthat will be used
throughouthis paper It consistof asingleRED gatevay
andthenumberN of TCP connectionsAll TCP connec-
tions have identical two-way propagationdelays, which
aredenotedby 7 [ms]. We assumethat the processing
speedf thegatevay, whichis denotedby B [packet/ms],
is the bottleneckof the network. Namely transmission
speedof all host—gatevay links areassumedo befaster
thantheprocessingpeedf the gatavay.

We model the congestioncontrol mechanisnmof TCP
versionReno[2, 17] atall sourcehosts.A sourcehosthas
awindow size,whichis controlledby the congestiorcon-
trol mechanisnof TCR By letting w bethe currentwin-
dow sizeof asourcehost,it is allowedto sendthenumber
w of pacletswithout receiptof correspondindACK (Ac-
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Figurel: Analytic model.

knowledgementpaclets. In otherwords,the sourcecan
senda bunchof w pacletsduring a round-triptime. We

thenmodelthe entire network asa discrete-timesystem,
whereatime slot of the systemcorrespondso the round-
trip time of TCP connections We definew,, (k) [packet]

asthewindow sizeof the sourcehostn (1 < n < N) at
slot k. All sourcehostsareassumedo have enoughdata
to transmit;thatis, thesourcehostn is assumedo always
sendthe numberw,, (k) of pacletsduringslot k.

The RED gatavay hasseveral control parametersLet
ming, andmazx, betheminimumthresholdandthemax-
imumthresholdof the RED gatavay, respectiely. These
thresholdvaluesare usedto determinea paclet dropping
probabilityfor every incomingpaclet. The RED gatevay
maintaingheaveragequeudength(i.e.,theaveragenum-
ber of pacletswaiting in the buffer). The RED gatevay
usesan exponentialweightedmoving average(EWMA),
whichis asortof low-pasdfilters, to calculatethe average
gqueudengthfrom the currentqueudength. More specifi-
cally, let ¢ andg bethe currentqueudengthandthe aver-
agequeuelength. At every paclet arrival, the RED gate-
way updateghe averagequeudengthg as

7 < (1-wg)q+uwgg, (1)
wherew, is aweightfactor We defineg(k) [packet] and
g(k) [packet/ms] be the currentand the averagequeue
lengthsat slot &, respectiely. We assumehatboth ¢ and
q arefixed within a slot. As discussedn [10], this as-
sumptionis realisticfor asmallvalueof w,.

Usingthe averagequeuelength,the RED gatevay cal-
culatesthe paclet marking probability p, at every arrival
of anincomingpaclet. Namely the RED gatevay calcu-



latespy as

0 if § < ming,,
o = 1 o if g > MaLin,(2)
mazy (%) otherwisg
wheremaz,, is anothercontrol parametethatdetermines
the maximum paclet marking probability (Fig. 2). The
packet marking mechanismof the RED gatavay is not
perflow basis,sothatthe samepaclet markingprobabil-
ity is usedfor all TCP connections.A typical settingof
control parameter®f the RED gatevay, which hasbeen
recommendedby the authorsof [4], is listedin Table1.
Referto [4] for the detailedalgorithm of the RED gate-
way.
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Figure2: Relationbetweerpaclket markingprobability p,
andaveragequeudengthg.

Tablel: Recommendedetof RED controlparameters

ming, mMinimumthresholdvalue 5

maxy, Maximumthresholdvalue 15

mazx, Maximum paclet dropping 0.1
probability

Wy weightfactorfor averaging  0.002

3 SteadyState Analysis
3.1 Derivation of State Transition Equa-
tions

We first obtain the paclet droppingprobability in every
slot, followed by discussionson its properties. At the

beginning of slot &, the sourcehostn sendsthe number
wy (k) of pacletsinto the network. The RED gatavay
marks eacharriving paclet basedon the averagequeue
length. As discussedn Section2, the averagequeue
lengthg is assumedo befixedwithin a slotin ouranaly-
sis. The paclket markingprobabilityis thenfixed,andit is
denotedby py (k) atslot k. FromEq. (2), py(k) is given

by
maxy (_E(k) — My ) . (3)

p(k) = .
MATp, — MM,

Then,every arriving paclet atthe RED gatevay is dis-
cardedwith the probability of

py(k)

1 — count - py(k)’ @

wherecount is thenumberof unmarled pacletsthathave
arrived sincethe last marked paclet. So the numberof
unmarledpacletsbetweertwo consecutie markedpack-
etscanberepresentedby an uniform randomvariablein
{17 27 T 1/pb(k)} Namely

{ (k) 1< n<1/py(k),

Py[X = n] (5)

0 otherwise
By letting X (k) be the expectednumberof unmarled
pacletsbetweertwo consecutie markedpacletsatslotk,
X (k) is obtainedasfollows.

X(k) = inPk[in]

1_/pb(k) +1
Y (6)

We thenderive statetransitionequationf the network
modelshavn in Fig. 1. Thestatetransitionequationghat
we will derive hereafterbecomethe basisof our steady
stateanalysis. If all pacletssentfrom the sourcehostn
arenot marked at the RED gatavay, correspondinghCK
pacletswill bereturnedo thesourcehostaftertheround-
trip time. In this case the congestiorcontrolmechanism
of TCPincreaseshewindow sizeby onepaclet. Onthe
contrary if ary of pacletsarediscardedy the RED gate-
way, the congestiorcontrol mechanisnof TCP throttles
thewindow sizeto half. Here,we assumehatall paclet
lossesaredetectabléby duplicateACKs [12]; thatis, the
numberof discardedpacletsin a slot is assumedo be
lessthanthree. The probability thatat leastonepacletis
discardedrom w, (k) pacletsis givenby

w(k)
1/ps(k)

Thereforethewindow sizeatslotk + 1 is givenby

= w(k)ps(k). (7)

w. prob w(k) py (k)

w(k)
= 2
{ w(k) +1 otherwise ®

w(k +1)



Accordingto our assumptionall pacletsthathave sent
in slot £ areto be acknavledgedetill the beginning of
slot £ + 1. Sothe currentqueuelengthat slot k + 1 is
givenby

ah+1) i Q+%§.®

Note that the first term of the right handsideis the total
numberof incomingpacletsatthe RED gatevay, andthe
secondermis the numberof outgoingpaclets. Note also
thatr is thetwo-way propagatiordelayandq(k)/B is the
queueingdelayin the buffer.

We thenfocuson therelationbetweerg(k) andg(k +
1). As explainedin Section2, the RED gatevay updates
the averagequeuelength accordingto Eg. (1) at every
paclet arrival. Recallingthat the current queuelength
q(k) is assumedo befixedduringslotk, g(k) is obtained
as

qk+1) = (1-w)Zem " Oge)
1 — Vo wa(k)
At (11_ (Qf"_)wq) }q(k). (10)

The network modelshavn in Fig. 1 is fully described
by statetransitionequationggiven by Egs. (8)—(10),and
the statevectorof the network, x(k), is givenby

wn (k)

x(k) = wN (k) . (11)
q(k)
q(k)

3.2 Derivation of AveragedState Transition
Equations

The state transition equationsobtainedin the previous
sectioncontaina probability, becauseghe RED gatavay
markseacharriving pacletin a probabilisticmanner For
determiningthe behaior of the RED gatavay in steady
state,we introduceaveraged state transition equations
which representhe typical behaior of TCP connections
andthe RED gatevay.

We introducea sequencewhich is a seriesof adjacent
slotsin which all paclets have not beenmarked by the
RED gatavay. A typical evolution of the window size
within a sequencés illustratedby Fig. 3. Note that this
figure depictsthe casewherethe RED gatevay discards
oneor morepacletsin slotk — 1. Thewindow sizew,, (k)
is changedccordingo Eg.(8). Namely until ary paclets
from the sourcehostarediscardedyy the RED gatavay,
thewindow sizeis increasedy onepaclet at every slot.
If oneor morepacletsarediscardedy the RED gatavay;,
thewindow sizeis decreasetb half. Sucha procesawill

w(k)

(k)

+1

s window size w

| L

n
k-2 k-1 k K+l k#2 kts-1k+s k+s+l k+s+2

slot n

Figure3: A typical evolution of the window sizein a se-
quence.

berepeatedndefinitely becausef the congestiorcontrol
mechanisnof TCP

Thekey ideafor the next stepis to treatthe entirenet-
work as a discrete-timesystemwherea time slot corre-
spondsto a sequencehat is composedof several time
slots. Lets betheaveragenumberof slotsthatasequence
consistsof. Then,s is the largestintegerthatsatisfieghe
following inequality:

@]
|
—

an

(K + 1) (12)
i=0n

In what follows, dueto spacelimitation, we only shov
the casewherewindow sizesof all sourcehostsaresyn-
chronizedthatis, thewindow sizeof the sourcehostn is
equallygivenby w(k). However, our steadystateanaly-
sispresentedbelon canbeeasilyappliedto thecasewvhere
window sizesof all sourcehostsarenotidentical. When
window sizesof all sourcehostsareidentical, the above
inequalityis rewritten asfollows.

Si Nw(k + 1)
=0
= N {Ew(k) 436D } (13)

X(k) <

2

Solvingthisinequalityfor 5 yields

s =

H {1 - 2u(k)

VN2 - 20(k)?
+

N

+8NX (k) }
. (14)

The averagedstatetransitionequationfor w(k) between
two consecutie sequencef.e., slotsfrom k to k£ + 3) is



obtainedfrom Eq. (8):

wk+3) = w(k+2§—1)
_ w(k)+35-1

Similarly, the averagedstate transition equation for
q(k) betweertwo consecutie sequencess obtainedrom
Eq.(9):

gk+3) = Nw(k-l—g—l)—B(T-i-@)

Nwk+35—-1)—Br

2
B

(16)

In the above equation,g(k + 5 — 1) is approximatedy
q(k + 3). Note that the differencebetweeng(k + 5 —
1) andg(k + 3) is upperboundedby the numberof TCP
connectionsV.

Then, we derive the averagedstate transition equa-
tion for g(k) betweentwo consecutie sequencesUsing
Eq.(10),g(k +3) isgivenby w(k +35—1),q(k+35 —1)
andg(k+3s—1) as

dk+3) = (1—w)VvrHDgk+35-1)

wg{l — (1 — wy) NPT}
1—(1—w,y)

q(k+3—1). (17)

Recallthat X is the averagenumberof unmarled paclets
betweertwo consecutie markedpaclets,i.e.,theaverage
numberof unmarled pacletsin a sequenceBy assuming
thatthe currentqueudengthdoesnot changesxcessiely,
q(k + 35) is approximateds

(1 — wg) X ®g(k)
we{l — (1 —w,)¥®}
1—(1—w,)

gk +3) ~

q(k). (18)

The averaged state transition equations given by
Egs.(15), (16), and (18) describethe averagebehaiors
of thewindow size,the currentqueuelength,andthe av-
eragequeudength,respectiely.

3.3 Derivation of AveragedFixed Points

Becausef the natureof TCP’s congestiorcontrolmech-
anism,thewindow sizeof thesourcehostoscillatesndef-
initely andis never corvergedto a fixed point. In what
follows, we thereforederive avetaged fixedpoints which
are definedas expectedvaluesin steadystate,to under
standthe typical behaior of TCP connectionsand the
RED gatevay. Let w*, ¢*, andg* be the averagedfixed
pointsof thewindow sizew(k), the currentqueuelength

q(k), and the averagequeuelength g(k), respectiely.
The averagedfixed points can be easily obtainedfrom
Egs.(15), (16), and (18) by equatingw(k) = w(k + 3)
andsoon.

" 1 1 Maxyy, — Mg
= 4+ = 1
v \/4 + 3N (mamp(ﬁ* — mingp,) + )
1
—= 19
; (19)
B
¢ = Nw"-— TT (20)
T = ¢ (21)

Note thatw* doesnot meanthe averagewindow sizein
steadystate, but it representghe expectedvalue of the
minimumwindow size. Instead the averagewindow size
is obtainedrom w* asfollows.

S wlk+i) (1 + 2D .

S G E) B

lim
k—o00

In the above equation,g(k + ¢) is approximatedy q(k)

for 0 < i < 5. Notethatsolving Egs.(19) and(20) can
give closed-formsolutionsof w* andg*, but closed-form
solutionsof w* andg* aretoolongto beincludedhere.

4 Numerical Examples
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Figure4: Minimum window sizefor differentnumberof
TCP connections(B = 2 [packet/ms], 7 =
1 [ms]).

Equations(19)- (21) indicateseveral interestingchar
acteristicsof the RED gatavay. For instance,Eqgs.(19)
and (20) suggesthat the window size of the sourcehost
andthequeudengthdecreaseasthenumberof TCPcon-
nectionsN or the maximumpacket marking probability
mazx, increasesSuchatendeny is clearlyillustratedin



Figs. 4 and5, wherethe averagedfixed points (i.e., ex-
pectedminimum values)of the window sizew* andthe
queuelengthg* areplotted,respectirely. We usethefol-
lowing network parametersthe processingspeedof the
RED gatavay B = 2 [packet/ms]andthetwo-way prop-
agationdelayr = 1 [ms], while the numberof TCP con-
nectionsN is variedfrom 1 to 20. The maximumpaclet
marking probability maz, is also varied from 0.001to
0.4, while other control parameter®f the RED gatavay
aresetto the valueslisted in Table1. Thesefiguresin-
dicatethat the window sizeis hearily dependenbn the
numberof TCP connectiongV, andthatthe queudength
is mostly determinedy the controlparametermax,,.
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Figure5: Minimum queuelengthfor differentnumberof

TCP connections(B = 2 [paclket/ms], =
1 [ms]).

In whatfollows, we presenta coupleof simulationre-
sultsto demonstrat¢he validity of our analysissincewe
have madesereralassumptionsWe run simulationexper
imentsfor the samenetwork modelgivenby Fig. 1 using
a network simulatorns [13]. We usethe following net-
work parameterén simulationexperiments:the process-
ing speedof the RED gatevay B = 2 [packet/ms](about
1.5Mbit/s for the paclet sizeof 1,000bytes)andthetwo-
way propagatiordelayr = 1 [ms]. The numberof TCP
connections\V is setat either1 or 5. For RED control
parametersthe recommendedet of control parameters
listedin Tablel areused.

Evolutions of the window size of the sourcehostand
the currentqueuelength at the RED gatevay obtained
from simulationexperimentsare plottedin Figs.6 and7
for N = 1 and N = 5, respectiely. In thesefigures,
the averagedwindow size w(k) andthe averagedqueue
lengthq(k) (i.e., minimum valuesin eachsequencegre
also plotted. Note that w(k) and ¢(k) are numerically
computedfrom Egs. (15), (16) and (18). One canfind
from thesefiguresthatour analyticresultsmatchthe min-
imum valuesof the window size and the currentqueue
length,indicatinga closeagreementf ouranalyticresults
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