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Abstract

A window-basedflow control mechanismis a sort of

feedback-basedongestioncontrol mechanismsand has
beenwidely usedin currentTCP/IP networks. Recently
useof anECN (Explicit CongestiorNotification) mecha-
nismascongestiorindicationfrom the network to source
hostshasbeenactively discussedn the IETF (Internet
EngineeringTask Force). In this paper we focuson a

window-basedflow control mechanism,which cooper

ateswith routerssupportingthe ECN mechanism. The

first part of this paperdiscusseshow the ECN mecha-
nism canbe incorporatednto the TCP/IP network when
all sourcehostsrespondto ECN messages.The second
part of this papergives a control theoreticapproachto

the window-basedflow control mechanismyhich coop-
erateswith ECN routers. We derive a stability condition
of the window-basedflow control mechanismandshav

that systemstability is affectedby the router’s buffer size
aswell asthe bandwidthof the bottleneckrouter We also
shaw thatthe numberof TCP connectionss unrelatedo

the systemstability. We further designa regulatorfor the
window-basedlow controlmechanismwhichutilizesthe
currentwindow sizeandthe estimatechumberof paclets
at the router’s buffer asa feedbackinput. We shaw that
thetransienperformancaes significantlyimprovedby ap-
plying theregulator Severalpracticalissuesarealsodis-

cussed.

1 Intr oduction

In a paclet-switchednetwork, a feedback-basedonges-
tion controlmechanisnis essentiafor providing efficient
datatransferservicesThecurrentinternetusesawindow-
basedflow control mechanisnin the TCP (Transmission
Control Protocol),asthe feedback-basedongestiorcon-
trol mechanismFor example,aversionof the TCPmech-
anismcalled TCP Reno usespacletlossin thenetwork as
feedbacknformationsincepacletlossimpliescongestion

occurrencen thenetwork [1, 2]. Until pacletlossoccurs
in the network, TCP Renograduallyincreasests window
size. As thewindow sizeis over its available bandwidth,
excesspacletsare queuedat the buffer of the bottleneck
routerfor someperiod. If thewindow sizeincreasedur-
ther, paclets at the buffer of the router overflows, lead-
ing to pacletloss. The sourcehostdetectsoccurrenceof
paclet lossin the network from, for example,its time-
out mechanismandreducests window sizeto one. TCP
Renohasanothemechanisntalledfast retransmit to de-
tectpacletloss,whichis triggeredby receiptof duplicate
ACK paclets. After reductionof the window size, con-
gestionin the network is remediedso that congestions
relieved. The sourcehostthenincreasests window size
again. Sincethe congestioncontrol mechanisnmof TCP
Renorelieson pacletlossin thenetwork, pacletlosscan-
not be prevented. It is necessargxpensegor TCP Reno
to work correctlysincethe congestiorcontrolmechanism
of TCP Renoonly utilizes informationon occurrence of
paclet loss. However, it is desirablefor the congestion
control mechanismto prevent paclet lossesin the net-
work.

Accordingly, the useof an ECN (Explicit Congestion
Notification) mechanismhas beenactively discussedn
the IETF (IntermediateEngineeringlaskForce). ECN is
a mechanisnto explicitly notify sourcehostsof conges-
tion occurrencen the network. The ECN mechanisntan
be implementedn TCP/IPnetworksin severalways[3].
In [4], ICMP Source Quench message is definedfor con-
veying congestiorinformationfrom the congestedouter
to sourcehosts. One-bituseof the DS-bytein the dif-
ferentiatedservicearchitecturehasbeenproposedn [5].
Accordingto [5], anexampleimplementatiorof the ECN
mechanismn TCP/IPnetworksis asfollows. One-bitin
the headerof the datapaclet is resened for the ECN bit.
The routerin the network usesthe ECN bit for notifying
sourcehostsof its incipient congestion.The routercom-
putesthe averagenumberof pacletsin the buffer. If it
exceedsa thresholdvalue (e.g.,p % of the buffer capac-
ity), the routersetsthe ECN bits of all arriving paclets.



This informationis then carriedto sourcehostsvia cor-
respondinglestinatiorhostsby the ACK paclet with the
ECN bit set. The sourcehostrespondgo the ECN mes-
sageby, for example,reducingits window sizeasin the
caseof pacletloss[3]. Theadwantageof the ECN mech-
anismis thatunnecessarpaclet losscanbe preventedif
sourcehostsrespondto the ECN messagappropriately
In [3], it hasbeenreportedthatthe ECN mechanisntan
avoid unnecessarpaclet delaysfor low-bandwidthand
delay-sensitie TCPconnectionslt hasalsobeenreported
thatanotheradvantageof the ECN mechanisnis thatthe
sourcehost can detectcongestionrapidly regardlessof
coarsegranularityof the TCP’stimer.

In [6], Ramkrishnaret al. have proposeda morefea-
sible applicationof the ECN mechanismo TCP/IP net-
works. Thebasicconcepbf their proposals thatthecon-
gestioncontrolmechanisnof TCP shouldrespondo the
ECN messages the samemannerto paclet loss. One
reasonfor this is to allow incrementaldeploymentof the
ECN mechanismin both the sourcehostandthe router
If TCP Renos responseo receiptof the ECN messagés
differentfrom thatof pacletloss,it causesinfairnesse-
tween ECN-capableand non-ECN-capableonnections.
They have alsoproposedhatthe sourcehostrespondgo
the ECN messagat mostonceperround-triptime. This
ideacomesfrom the factthata singlepacletlossis suffi-
cientfor the congestiorcontrolmechanisnmof TCP Reno
to throttle its window size. However, this is not the case
for otherversionsof TCP suchasTCP Vegas|7, 8].

In [9], the authorshave proposedan applicationof the
ECN mechanisnto TCPVegas’congestiorcontrolmech-
anismto solve severaldravbacksof TCPVegas.Thefun-
damentalidea of the proposedmechanisnis to usethe
ECN messagenly when the congestioncontrol mech-
anism of TCP Vegasfails controlling congestionin th
network. Namely the router sendsthe ECN messagéo
sourcehostsonly whenthe TCP Vegas’ congestiorcon-
trol mechanisntannotcontrol congestiorin the network
by itself. Through simulation experiments,the authors
have shavn thatthe useof the ECN mechanisnis helpful
for improving fairnessamongTCP connections.In this
paper we proceedone stepfurtherto more actively use
the ECN messagén the context of a window-basedlow
control paradigm.Namely the ECN message&aninform
sourcehostsof more detailedinformationon congestion
of thenetwork andthesourcenostcantake aproperaction
againstthe congestiorlevel of the network by the ECN
message.In otherwords, we proposeand demonstrate
thatif the congestiorcontrol mechanisnof TCP cooper
ateswith the router's ECN settingmechanismandif the
routerinforms sourcehostsof its congestiorstatusmore
accuratelyamoreefficientcongestiorcontrolmechanism
is realized.

Organizationof this paperis asfollows. In Section2,
we discusshow the ECN mechanisnis usedfor realizing

an efficient window-basedflow control mechanismand
proposea window-basedlow controlmechanismyhich

cooperatesvith the router supportingthe ECN mecha-
nism. In Section3, the stability analysisof the window-

basedlow controlmechanisnis performedandtherela-
tion betweercontrolparameterandthesystenstability is

investigatedIn Sectiond, we designtheregulatorthatim-

provestransientperformanceby applyingcontrol theory

Finally we concludethis paperand discussfuture works
in Sectionb.

2 A Window-Based Flow Control
Mechanism and the ECN Mecha-
nism

This sectiondiscussehov the ECN mechanismis in-
corporatednto a window-basedlow controlmechanism;
thatis, how the ECN messagés usedeffectively asfeed-
backinformationfrom the network. We first explain prin-
ciplesof thewindow-basedlow controlmechanisntoop-
eratingthe routergeneratinghe ECN messageWe then
proposea window-basedlow controlmechanismyhich
consistsof two parts: (1) the window-basedflow control
mechanismat the sourcehostand(2) the ECN settingal-
gorithmattherouter

2.1 Principles

The fundamentalidea of a window-basedflow control

mechanismactively utilizing the ECN mechanisnshould
bethatbothof the sourcehostandtheroutercooperates
a singlemechanismIin the currentTCP/IPnetworks, the

congestioncontrol mechanismof TCP assumesothing
aboutthe router’s operation. It is becausaeitherpaclet

schedulingdiscipline (e.g., FIFO (First-In First-Out) or

fair queueinghor pacletdiscardingalgorithm(e.g.,drop-

tail or RED (RandomEarly Detection))is known by the

sourcehostin real networks. The congestioncontrol

mechanismof TCP was designedto work without ary

knowledge on the router's algorithm. Actually, separa-
tion of the TCP’s congestiorcontrolmechanisnfrom the

router's algorithmis desirablevhenseveraltypesof con-

gestioncontrol mechanismsand router’s algorithmsco-

exist in the network asin thecurrentinternet.

However, sucha generalityof the congestioncontrol
mechanisnof TCPsignificantlylimits thenetwork perfor
mance.For designinga truly efficient congestiorcontrol
mechanismboththe sourcehostandtheroutershouldbe
designedsimultaneouslylt is alsodesirableo split func-
tionality of a window-basedlow control mechanismninto
two parts: (1) detectionof the congestiorby the routet
and(2) control of the congestiorby the sourcehost. The
routeris thebestplaceto detectcongestiorin the network
sincecongestiordoesoccurat the router Similarly, it is



naturalfor the sourcehostto control its traffic flow be-
causeno otherthanthe sourcehostcausesongestion.

In thispaperwe assumehattherouteris equippedvith
a single FIFO buffer sharedby all TCP connectionsand
performsno perconnectiomaccounting.We alsoassume

thatonly one-bitinformationis usedastheECN message.

Theseassumptionarefor implementatiorsimplicity, and
for investigatinghe possibility of the ECN mechanisnin
sucha simplenetwork ervironment.

We first considera desirablgunctionality of therouter
which is responsiblefor settingthe ECN bit of the ar
riving paclet. Sincethe congestiorcontrolis performed
at the sourcehost, the role of the router shouldbe sim-
ple; it shouldsendits congestiorinformationto all source
hostsasaccurateas possible. Namely the routershould
do nothing otherthan corveying its congestiorstatusto
sourcehosts. The routerusesthe ECN bit of the paclet
headerto carry congestioninformation to sourcehosts.
Sincethe ECN messagés only one-bitinformation,it can
have only two meaningsthatis, thenetwork is congested,
or not congested.

Onealgorithmfor the routerto setthe ECN bit of the
arriving paclet is to usea single thresholdvalue, as ex-
plainedin Sectionl. Namely if the numberof paclets
in the buffer exceedsthe thresholdvalue,ECN bits of all
pacletsaremarked. Otherwisetherouterdoesnotchange
the ECN bit of arriving paclets. This algorithmis easyto
implementandwouldwork effectively whenthepropaga-
tion delayis negligible. However, asthe propagatiorde-
lay increaseswindow sizesof TCP connectionsandthe
numberof pacletsin the router’s buffer oscillate exces-
sively, andthe network performanceés degraded.

One-bitinformationof the ECN messagés apparently
insufficient for the fine control of the network. It is pos-
sible that the router usesmore bits to indicatethe con-
gestionstatusmoreaccurately However, it implies com-
plicatedprocessingt the router which is not a desirable
feature.We thereforeproposeto usea probabilisticnum-
ber of ECN messagesthat is, the router notifies degree
of congestiorby settingthe ECN bit with a certainprob-
ability. More specifically the router setsthe ECN bit in
theheadeof thearriving pacletwith aprobability, which
is proportionato thecurrentnumberof pacletswaitingin
its buffer. Otherwisejt doesnotchangeheECN bit of the
arriving paclet. Wheneachrouterindependentlysetsthe
ECN bit of thearriving paclet, theroutersetsthe ECN bit
of thearriving pacletwith acertainprobability, regardless
of the former statusof the ECN bit. Namely the ECN bit
of the pacletis OR-edat all congestedouters.lIt is how-
ever uncommonthat several routersare congestedat the
sametime. And if several routerswould get congested,
theratio of ECN messagewerehigherthanthe caseof a
singlecongestedouter This meangthatthe sourcehost
recevesmoreconserative feedbackrom the network, so
thatsaferoperationcanbe expected.

We next considera desirabldunctionality of thesource
host, which is responsibldor controlling its traffic flow.
The sourcehost,beinglocatedat the edgeof the network,
hasto throttleits window sizeoncethe network falls into
congestion. On the contrary the sourcehost shouldin-
creaseits window size when network resourcesare not
fully utilized. Thedesirableoperatingpointof theconges-
tion controlmechanismis thereforethatthe network is al-
wayslightly but nothearily congestedThecontrolobjec-
tive of the window-basedlow controlmechanisnshould
be to stabilizethe numberof pacletsin the buffer of the
bottleneckrouterto a certainlevel. If thenumberof pack-
etsin the bottleneckrouteris greaterthanzero,it implies
full utilization of the bottleneckbandwidth.If thenumber
of pacletsin thebottleneckrouteris belaw its buffer size,
it meanghatpacletlossis notlikely to happen.

The abore-mentionedcontrol objectie is inspired by
that of TCP Vegas[7, 8]. However, it substantiallydif-
fersin thefollowing point. The control objective of TCP
Vegas’ congestioncontrol mechanismis to stabilizethe
numberof pacletsfrom each connectioratthebottleneck
router’s buffer. Namely TCP Vegasallows every connec-
tion to have a several extra pacletsin the network. So
the total numberof pacletsat the router's buffer is pro-
portionalto the numberof TCP connections.In [9], the
authorshave shavn thatthe control objective of TCP Ve-
gas’ congestioncontrol mechanismcausesa scalability
problemasthe numberof connectionincreases.On the
otherhand the controlobjective of our congestiorcontrol
mechanismis to stabilizethe total numberof paclets at
the bottleneckrouter's buffer, which avoids sucha scal-
ability problem. Thatis, in steadystate,the numberof
paclets at the router’s buffer is thereforeindependenbf
the numberof connections.

2.2 Algorithm

Basedon the above discussion,we proposea window-
basedlow controlmechanisnusingtheECN mechanism.
The routeris equippedwith a singleFIFO (First-In First-
Out) buffer, which is sharedby all connectionglestined
for the sameoutput port. The router doesnot perform
ary perconnectionaccounting;lt only maintainsthe to-
tal numberof pacletsqueuedn the buffer. The ECN bit
in the paclet headeris usedto corvey congestioninfor-
mationfrom therouterto every sourcehostvia the corre-
spondingdestinationhost. The router's algorithm of set-
ting the ECN bit in the paclet headeris similar to that
of RED (RandomEarly Detection)routerwith the ECN
marking[10]. Our algorithmis however simplerthanthe
RED router

We first describethe operationalgorithmof the router
It setsthe ECN bit of aportionof all arriving paclets. The
routerhastwo control parameters’,,;, andT,,., (0 <
Trmin < Tmaz). Theseparametersrelower- andupper
thresholddo calculatethe probabilityfor settingthe ECN



bit of the arriving paclet, beingdenotedby p,, which is
calculatedas
q— Tmin
Pa = Tmaz‘ - Tmin’ (1)

wheregq is the numberof paclets queuedat the router's
buffer. Therouter’salgorithmdescribedaboveis different
from that of the RED router;in our algorithm, (1) ECN
bits of almostall pacletsaremarked whenthe numberof
pacletsis closeto T;,.., and(2) p, is calculatedfrom
an instantaneousalue of the currentnumberof paclets
in the buffer. The RED router only marksthe ECN bit
for a smallfragmentof pacletsevenwhenthe numberof
pacletsis closeto T},.,. It is becausdhe RED router's
algorithmonly tamgetsthe congestiorcontrol mechanism
of TCP Reno. A single paclet with its ECN bit setis
sufficient for TCP Renoto respondto congestionin the
network. When both the sourcehostand the router co-
operatesuchanassumptions unnecessarydditionally,
the RED routermaintainsthe averagenumberof paclets
in thebuffer, andcalculategshe markingprobabilitybased
onthisvalue.As we have discusseearlier whenthecon-
gestioncontrolis performedat the sourcehost,therouter
shouldnotify all sourcehostsof its congestioninforma-
tion asaccurateaspossible.Hence,in ourwindow-based
flow control mechanismthe probability p, is calculated
from aninstantaneougalueof the queudength. It should
be notedthat averagingor filtering of feedbackinforma-
tion canbe performedat the sourcehost,if necessary

The sourcehostadjustsits window size basedon the
feedbackinformationreturnedasa seriesof ECN bits by
thebottleneckouter Onceperround-triptime, thesource
hostcalculates which is a ratio of ECN messagesi.e.,
theratio of the numberof ACK pacletswith ECN bit set
to the numberof all receved ACK paclets. The source
hostcountsthe numberof ACK pacletswith ECN bit set
N, andthetotal numberof ACK paclets NV, in around-
trip time. It thencalculategheratio of ECN messages,
as

Ea 0 S € S 1. (2)
If eiscloseto 1, it impliesthatthenetwork is heavily con-
gestedsothatthewindow sizeshouldbereducedjuickly.
Onthecontraryif e is closeto 0, the network is not con-
gestedsothatthe window sizeshouldbe increased.The
controlobjective of ourwindow-basedcongestiorcontrol
mechanismis thereforeto corverge the obseredratio of
ECN messages to a controltargete (0 < € < 1). The
algorithmof the sourcehostto changeits window sizeis
describedy

cwnd + max(cwnd + § X cwnd x (e —e),1), (3)

where § is a control parameter which determinesthe
amountof increase/decreasef the window size per a
round-triptime.

In thewindow-basedlow controlmechanisnidescribed
aborve, the ratio of ECN messagesg is computedevery
round-trip time. The numberof ACK paclets that the
sourcehostrecevesis limited by its window size. So
the estimatedvalueof e containsa quantizatiorerror;the
granularityof e is directly determineddy the currentwin-
dow size. Namely the quantizationerror is the order of
1/cwnd.

3 Analysis

In this section,we analyzethe window-basedflow con-
trol mechanisndescribedn Section2 by applyingcontrol
theory We explain ananalyticmodel,followedby its sta-
bility analysis.We alsoshawv severalnumericalexamples.

3.1 Analytic Model

Figure 1 depictsthe analytic model. The numberN of
sourcehostsare connectedo correspondinglestination
hoststhrough a single bottleneckrouter The window-
basedflow control mechanismchangests window size
onceeveryround-triptime. We thereforeconsidethesys-
temasadiscrete-timemodel,whereeachtime slot corre-
spondsto the round-triptime. Note thatsincethe round-
trip time changessthenetwork statuschangesthelength
of oneslotis notfixed.

wi(k)

w2(k)\ Router / Y 4
k -
y — 4

/ﬂ \\ —
o/ \\

Source Host Destination Host

Figurel: Analytic model.

Let w,(k) be the window size of the sourcehostn
(1 < n < N) atslotk. Thatis, the sourcehostn can
inject wy, (k) pacletsinto the network during slot k. We
assumehateachsourcehostalwayshaspacletsto trans-
mit sothatthenumberw,, (k) of pacletsaresentatslotk.
Let g(k) bethe numberof pacletsqueuedn therouters
buffer at slot k. We denotethe bandwidthof the router
(i.e.,theprocessingpeedf therouteror thebandwidthof
theoutputlink) by B. Notethatw,, (k) (thewindow size),
q(k) (thenumberof pacletsin therouter's buffer), and L
(the buffer size) arerepresentedh units of paclets. The



round-tripdelay (i.e., the sum of the source—destination
delayandthe destination—sourcdelay)is denotedby 7,
which includesall propagatiordelaysandprocessingle-
lays. Notethatr doesnotincludea queueingime at the
router

During a round-triptime, the sourcehostis allowed to
consumehe bandwidthbeingworth of its givenwindow
size.Providedthatround-triptimesof all connectiongre
equal,the numberof pacletsin the buffer at slot & + 1,
q(k + 1), is givenby thefollowing equation.

N
g(k +1) = max()_ w,(k) — Br(k),0), 4)
n=1

wherer(k) denotesthe round-triptime at slot &, andis
givenby
(0]
r(k) =71+ 5
Notethatr (k) correspondso thelengthof theslot k.

Lete, (k) betheratioof ECNmessagesbsenedby the
sourcehostn atslotk. Sincee, (k) canbeapproximated
by therouter'sprobability of settingthe ECN bit p,, e, (k)
is givenby

4(k) = Tmin.

Tmuz - Tmin

The sourcehostchangests window size basedon the
differencebetweenthe obsened ratio of ECN messages
en (k) andthe controltargete. FromEq. (3), thewindow
sizeof thesourcehostn atslotk + 1, w, (k + 1), is deter
minedas

en(k) (5)

wp(k + 1) = max (wy (k) + 0w, (k) (e — en(k)),1). (6)

3.2 Stability Analysis

For simplicity, we assumethat the initial window sizes
of all sourcehostsareidentical,andthatall sourcehosts
changeheirwindow sizesaccordingo Eq. (6). Thenum-
berof pacletsin therouters buffer atslotk + 1, g(k + 1),

is givenby

gk+1) =

wherew(k) = wp(k),1 <n < N.
Let (w*, ¢*) bethefixedpoint of (w(k), q(k)). By us-
ing Egs.(5)—(7),(w*, ¢*) is obtainedasfollows.

[ w* ] _ [ (2¢(Trnaz — Trmin) + 2Tmin + BT) /N ]
CI* C(Tmaw — Tmzn) —+ Tmzn

max (N w(k) — Br(k),0), (7)

Sincew(k) isanon-linearequationwelinearizeit around
thefixedpoint. Let x(k) bethe differencefrom thefixed
point,whichis definedas

x(k + 1) is givenby

x(k+1) = Ax(k) 9)
where
A = N -1

In the systemdefinedby Egs.(5), (6), and(7), thefixed
point (w*, ¢*) is locally asymptoticallystablewhen all
roots of the characteristieequationlie in the unit circle.
Notethatthe characteristiequationis givenby

D(s)=|sI— A|=0. (10)
Since the characteristicequation D(s) is quadratic,
Eq. (10)is equivalentto thefollowing inequalitieq11].
D(1)>0; D(-1)>0; |D(0)]<1

Thefixedpointof thesystem(w*, ¢*) is locally asymp-
totically stableif and only if the following inequalities
(i.e., stability condition) hold.

< 5 {2 € (Tmaaz — Tmzn) —|— 2Tmzn + B T}

0
Tma;c - Tmin

<2 (11)

The stability conditiongiven by Eq. (11) suggestsa dis-

tinctive featureof the window-basedflow control mech-
anismdescribedin Section2; stability of the systemis

independenbf the numberof connectionsN. In other
words, the numberof connectionshasno relation with

systemstability. This characteristiof the window-based
flow control mechanismis desirablesincethe numberof

TCPconnectionsisuallyvariesaccordingo time,andit is

oneof the mostdifficult systemparameter$or thesource
hostto estimate.

Thereasorthatthe numberof connectionss unrelated
to systemstability canbe explainedasfollows. A mathe-
maticalexplanationis becausehe eigervaluesof the sys-
temtransitionmatrix A is independenbf the numberof
connectionsV [12]. This indicatesthatthe corvergence
speedof the systemdefinedby Eq. (9) is not affectedby
N. Also, anintuitive explanationis inter-dependengbe-
tweenthewindow sizew(k) andthe numberof pacletsat
the buffer ¢(k) aroundthe fixed point. Namely the num-
ber of paclets dependgproportionallyon the numberof
connection(Eq. (7)). Also, thewindow size dependsn-
verseproportionallyonthenumberof pacletsatthebuffer

8) (seeEgs.(8) and(9)). We notethatthis inter-dependeng

is resultedrom thefactorw, (k) in thesecondermof the
right-handsidein Eq. (6).

Equation(11) indicatesthat the control parameterd,
should be positive for stability because:, Trin, Tmaz,
B, T areall positve and T,,;,, is lessthanT,,,,. From
a control theoreticpoint of view, § canbe thoughtasa
feedbackgain of the system. It is thereforenaturalthat



the feedbackgain § shouldbe positive andsmallfor sys-
tem stability. Anotherinterestingobserationis thatthe
systembecomesstableasthe control target e decreases.
This indicatesthatthe systembecomedessrobustasthe
numberof pacletsat therouter’s buffer grows.

3.3 Numerical Examples

By using Eq. (11), a stability region in the 6—r planeis
plottedin Fig. 2, wherethe router’s bandwidthB, is set
to 2 paclet/ms, lower and upperthresholds,T;,,;, and
Tnae, aresetto 0 and100 paclets,respectrely. Remind
thatthestability conditionis independendf thenumberof
connectionsV. In thefigure,the controltargete, which
controlsthe amountof pacletsqueuedn steadystate,is
changedfrom 0.1to 0.9. Eachline in the figure is an
upperboundof the stability region, sothatthe systembe-
comesstableif ¢ is choserbelon theboundary

Onecanfind thatthestability regionbecomesarrov as
the propagatiordelayr increasesThis tendeng is more
noticeablewhen the control target € is setto be small.
Thisimpliesthatthewindow sizecanbe changedggres-
sively whenthecontroltargete is low. In otherwords,the
window-basedflow controlmechanismnis morerohustin
termsof stability whenthe controltargete is small. This
indicatesthatit is desirablenot to queuemary pacletsat
therouter's buffer for systemstability.

mmmmm
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Propagation Delay (T ) (ms)

Figure 2: Stability region in the é— plane (B = 2
paclet/ms, T, = 0 paclet, T,,,.. = 500 paclet)

In Fig. 3, a stability region in the §— planewith a dif-
ferentparametesetis plotted. Comparedwith the previ-
ouscase(Fig. 2), only therouter's bandwidthis changed
to 10timeslarger (i.e., B = 20 paclet/ms). By examin-
ing thesetwo figures,one canfind that the upperbound
of § is almostunchangedvhereaghe router's bandwidth
becomesdlOtimeslarger. In the window-basedlow con-
trol mechanismthe amountof paclets the sourcehost
canemitis determineddy the router’s bandwidthandthe
router’s buffer capacity Namely in the round-triptime,

the sourcehostis allowed to sendas mary paclets as
its shareof the router’ bandwidthplus its shareof the
buffer space. Therefore allowable aggressienessof the
window-basedlow controlmechanismywhichdirectly af-
fectsthe upperboundof §, is determinechot only by the
router’s bandwidthbut also by the buffer capacity The
stability conditionclearly suggestshis tendeng (seethe
numeratowof Eq. (11)).

14 +

12

mMmmmm
gy
CO000

10 +

Control Parameter (3 )

0 5 10 15 20
Propagation Delay (t ) (ms)

Figure 3: Stability region in the §—r plane (B = 20
paclet/ms,T,,;, = 0 paclet, T, = 500 paclet)

Next, we shav dynamicalbehaiors of the window-
basedlow controlmechanisnin Figs.4 though7. We nu-
mericallyobtaineddynamicsof thewindow sizew(k) and
the numberof pacletsat the routerq(k) from Egs. (5)—
(7). Theinitial valuesof w(k) andg(k) aresetto 1 andO,
respectiely. In thesefigures,following parametersare
used: the numberof connectionsN = 10, the propa-
gationdelayr = 1 ms, two thresholdsT,,;, = 0 and
T..a = 500 paclets,andthe controltargete = 0.5. The
routersbandwidthB is setto 2 paclet/msin Figs.4 and5,
andto 20 paclet/msin Figs.6 and7. The controlparam-
eterd is setto 1.5in Figs.4 and6 (stablecase)andto 2.5
in Figs.5 and 7 (unstablecase).

By comparingthesefigures,one canfind thatthe sys-
tem exhibits stableoperationwhenthe stability condition
is satisfied. However, the systemnever reachessteady
statein Fig. 6 eventhoughstability conditionis satisfied.
Both the window size and the numberof paclets at the
router’s buffer slightly oscillatearoundthe fixed point. It
is becauseof the quantizationerror of the ratio of ECN
messageasdiscussedn Section2. In this case sincethe
fixed point of thewindow sizeis 52 paclets,about1% of
theobsenationerroris unavoidable.Onesolutionfor this
would be to useaveragingor filtering at the sourcehost.
However, it shouldbe notedthatif sucha mechanisnis
applied,the averaginginterval or the cut-off frequeng of
thelow-pasdfilter mustbechoseraccordingo atrade-of
betweerstability andtransientperformance.

Note that the quantizationerror of the ratio of ECN
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messagess inversely proportionalto the window size.
Equation(8) indicateghatthequantizatiorerrorbecomes
small as one of the upperthresholdT,,,., the routers
bandwidth B, or the propagationdelay 7 increases. It
alsoindicatesthat the larger value of the control target
e is helpful to reducethe quantizationerror. Hence,the
quantizatiorerrorof theratio of ECN messagewould be-
comenggligible asthenetwork becomegasterin its speed
and/orlargerin its scale.

4 Regulator Design

In this section, we designa regulator for the window-

basedlow control mechanism By usingthe regulator, a
difficult problemof configuringthe control parameters,

becomesinnecessarnMoreover, onecanexplicitly spec-
ify corvergencespeedf the systemregardlesof system
parameters.In what follows, we first describea design
methodof theregulatorfor the window-basedcongestion
control mechanism.We then provide several numerical
examplesshawing thatthe transientperformancecanbe
considerablyimproved by usingthe regulator This sec-
tion is finishedwith discussioron several practicalissues
in realnetworks.

4.1 Implementation

As have beendiscussedn Section3, the performance
of thewindow-basedlow control mechanismmostly de-

pendson choiceof the control paramete#d. If § is con-

figuredto aninappropriatevalue,the network would take

quite a long time to corverge, or would never reachthe

steadystate. The most desirablecharacteristicof the

window-basedlow controlmechanisndescribedn Sec-
tion 2 is thatthe stability conditionis independenbf the

numberof connectionsN. Therefore,§ canbe chosen
without paying attentionto the numberof connections.
However, the feedbackgain § must be chosenaccord-
ing to otherparametersuchastherouter's bandwidthB,

the propagatiordelay, therouter's thresholdsl},,;, and
Tnae, @ndthecontroltargete.

A regulatoris astatefeedbaclcontrollerto improve sta-
bility andcorvergencespeedof a given systemby using
the currentsystemstateas an input to the system[11].
Letting u(k) be the input to the systemat slot k, the
window-basedlow controlmechanisnaefinedby Eq. (9)
is rewritten as

x(k+1) = Ax(k) + Bu(k). (12)

It shouldbe notedthat the window size w(k) canbe
controlled freely at the sourcehost, but the numberof
paclets at the buffer ¢(k) cannot. The window size at
the sourcehostis controlledby TCP’s congestioncon-
trol mechanism.However, the numberof pacletsin the

router’s buffer is changedasaresultof subsequerpaclet
arrivals anddepartureslt is thereforeimpossiblefor the
routerto directly controlthe queudength. For a practical
use,thematrix B shouldbe of theform:

1
n-|!

(13)

Thebasicideaof theregulatoris to usex(k) asafeed-
backinputto the systemin orderto improve stability and
transientperformanceWhenthe systemstatex(k) is ob-
senable,x(k) canbeusedastheinputto the system;the
input,u(k), is replacedby

u(k) = —F x(k), (14)

where F is a feedbackgain matrix. By combining
Egs.(12) and(14), the window-basedlow controlmech-
anismis givenby thefollowing equation.
x(k+1) = Ax(k)—-BFx(k) = (A -BF)x(k)
It is known thatif andonlyif (A, B) is controllable the
eigervaluesof A — BF canbe setarbitraryby choosing

F appropriatel\{11]. In the currentcasethe controllabil-
ity matrix, U., becomes

U. = (B,AB)=[3 }V]

and
|Uc| =N #£0.

Therefore,the window-basedflow control mechanismis
controllable,so that eigervaluesof A — BF canbe set
arbitrary This meansthat one can specify corvergence
speedof the systemby usingthe regulator Notethatthe
eigevaluescanbe choserfreely regardlesof systempa-
rameters.

By letting \; (: = 1, 2) be the eigervalues of
(A — BF), thefollowing equatiorholds.

[sSI— (A—BF)| =(s—A1)(s— A2)

The feedbackgain matrix F' is obtainedby solving the
above equation.

F= [ —(A1 4+ A2) (1+>\13\(r1+)‘2) - Tmiiv—ui;“:nin ] (15)
Finally, (A — BF) is givenby
() (A4X9)
A-BF:[HAJVLA2 ) ] (16)



42 Numerical Examples

In Fig. 8, dynamicalbehaiors of thewindow sizeandthe
numberof pacletsattheroutersbuffer whentheregulator
givenby Eq. (15) is usedat the sourcehost. The regula-
tor requiresthe currentnumberof pacletsin the router's
buffer ¢(k). It is estimatedrom the ratio of ECN mes-
sagese, (k) usingEq. (5). In this case,the sourcehost
controlsits window sizeusing Eq. (16), wherethe roots,
A1 and )., aresetto zero, meaningfastestcorvergence
to thefixed pointaswe will explain later All systempa-
rametersand control parametersre equivalentto those
of Fig. 4. Onecanfind thatthe transientperformancas
dramaticallyimproved by introducingtheregulatorat the
sourcehost. For example thewindow sizeis increasedo
the neighborhoodf thefixed pointimmediatelyafterthe
sourcehostbagins its paclet transmission.It only takes
lessthan10msfor thesourcehostto openits window size
to 50 pacletsin Fig. 8, while it takes280msin Fig. 4. It
canalsobefoundthatboththewindow sizeandthenum-
berof pacletsslightly oscillatearoundthe fixed point as
with the caseof Fig. 4. This oscillationis alsocausedy
thequantizatiorerrorof theratio of ECN messages.
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Another desirablefeature of using the regulator is
thatthe corvergencespeedcanbe explicitly specifiedby
choosingtheroots,A; and\,, appropriately In theory, if
both \; and A, arecloseto the origin of the unit circle,
thesystemdefinedby Eq. (16) corvergesto its fixedpoint
quickly. As theroots, A; and \,, increasesthe system
takesmoretimeto corverge. And if oneof therootsis out

of theunit circle, the systembecomesinstable However,
in generalthereis atrade-of betweercorvergencespeed
androbustness Whenboth rootsarelocatedcloseto the
origin, the systemis quite sensitve to the externalnoise,
for example,the quantizationerror. Shown in Fig. 9 are
dynamicalbehaiors of the window sizeandthe number
of pacletsat the buffer for A\; = A2 = 0.5. This figure
shaws thatthe corvergencespeeds slowver thanthe case
of Fig. 8.
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4.3 Practical Issues

Oneof thehardestonstraingor usingtheregulatorin real
TCP/IPnetworksis thatthe regulatorassumesill system
statesto be obsenable. Namely the currentstateof the
system— i.e., the window size andthe numberof pack-
ets at the router’s buffer — mustbe known. Sincethe
regulatoris performedat the sourcehostasa part of the
window-basedflow control mechanismthe window size
is alreadyknown. The problemis how to obtainthe num-
ber of paclets at the router In the window-basedflow
controlmechanisndescribedn Section2, thesourcehost
calculatesthe ratio of ECN messagesSoit is easyfor
the sourcehostto estimatethe currentnumberof paclets
from Eq. (1) if it knows two thresholdsT},,;, andT,,q.-
This methodwasusedin numericalexamples.

As canbeseenfrom Eqg. (16), the regulatormustknow
thenumberof connectiongV, whichis anotherconstraint
of applyingthe regulatorto the window-basedflow con-
trol mechanism. There exists no generalway to esti-



mate the current number of connectionsat the source
host. One solutionwould be thatthe routerobsenesthe
numberof connectionsaand informs sourcehostsof this
value. However, this approachcomplicatesthe router's
algorithm. Another solution would be to estimatethe
numberof connectionsrom the window sizein steady
state[13]. Namely thenumberof connectionganbecal-
culatedfrom Eq. (8) onceotherparametersre obtained
in someway. However, the numberof connectionsan-
not be estimatedby this approachmmediatelyafter the
sourcehost startsits paclet transmission. It is because
obsenationfor a certaindurationis necessary

Also, note that the sourcehosthasto know the fixed
point (w*, ¢*) for controlling its window size accord-
ing to Eqg. (16). The fixed point can be easily obtained
for long-lived connectionsj.e., TCP connectiongontin-
uously sendpaclets for a long period. This is the case
we have examinedin numericalexamples.For short-lved
connectionsa measurement-basegproachs difficult to
apply. It would be possiblefor the sourcehostto know
thenumberof pacletsin steadystateg*. It is because*
canbe computedfrom Eq. (8) sinceTy,in, Tnaz, ande
areall constants.On the otherhand,the window sizein
steadystate,w*, is difficult to obtain. It is becausdrom
Eq. (8), w* dependn boththe bandwidthof the bottle-
neckrouter B andthe numberof connectionsV, which
dynamicallychangein real networks. Onepossiblesolu-
tion for this problemis thatthe sourcehostmaintainsthe
fixed point (w*, ¢*) in its internal variable,and usethis
valuefor short-livedconnections.

Althoughtheregulatoris difficult to applyto short-lived
connectionsit bringsanadwantagefor long-livedconnec-
tions. Namely oncethefixed point of the systemis mea-
suredat the sourcehost, the sourcehostworks quite ef-
fectively withoutestimatinghebandwidthof therouterB
andthe propagatiordelayr. Namely the regulatorcon-
trols thewindow sizeaccordingto Egs.(5) and(16), both
of which do not containary termincluding B andr. In
short,thewindow-basedlow controlmechanisnwith the
regulatorenabledo freely specifyits convergencespeed,
andrequiresinformationon neitherthe bandwidthof the
routernor the propagatiordelay

5 Conclusion

In this paper we have focusedon a window-basedflow
control mechanismwhich cooperatesvith routerssup-
porting the ECN mechanism. We have thoroughly dis-
cussechow the ECN mechanisnis incorporatednto the
TCP/IPnetwork whenall sourcehostsrespondo theECN
message.By applying control theory we have derived
the stability condition of the window-basedflow control
mechanismand have shavn that the systemstability is
significantly affected by the router’s buffer size as well
asthe bandwidthof the bottleneckrouter We have also
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shavn thatthe numberof TCP connectionss unrelatedo
the systemstability. Also, we have designeda regulator
for thewindow-basedlow controlmechanismyhich uti-
lizesthe currentwindow sizeandthe estimatedhumberof
paclets at the router’s buffer asthe feedbackinput. We
have shavn thatthetransientperformanceés considerably
improved by usingthe regulator andhave alsodiscussed
severalpracticalissues.

For future work, a compatibility issueof the proposed
window-basedflow control mechanismwith other exist-
ing congestioncontrol mechanismssuch as TCP Reno
and TCP Vegasshould be examined. Every congestion
control mechanismhas a different control objective so
thatit would causeanunfairnesgroblembetweergroups
of TCP connection®beying differentcongestiorcontrol
mechanisms.For instance,the control objectve of the
proposedvindow-basedlow controlmechanisnis to set-
tle the buffer occupang at a certainlevel. On the con-
trary, the control objective of TCP Renois to keepthe
buffer occupang almostfull atary time. Accordingly; it
is expectedhatconnection®beying TCPRenoconsumes
more bandwidththan connectionsobeying our proposed
mechanism.

Anotherimportantissueis fairnessamongconnections.
Sinceourwindow-basedlow controlmechanisnis a sort
of multiplicative increase/decreassdgrotinms. This al-
grotihmdoesnot tendto achieve fairnessamongconnec-
tionswhenevery connectiorhasadifferentinitial window
size[14]. For achieving betterfairnesssomemodificatino
ontheproposedilgrotihmwould be necessary

Also, we shouldextend our analysisto more generic
network topologies. In the current paper we have as-
sumedthatall connectionave identicalpropagatiorde-
lays, and thereis only a single bottleneckrouterin the
network. In real TCP/IP networks, propagatiordelaysof
all connectiongrenotidentical,andthebottleneckrouter
may changeas time changes. The performanceof our
window-basedflow control mechanismin such generic
network configurationshouldbe studied.
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