Improving TCP Performancédy Packet Bufferingin
Mobile IP BasedNetworks

Doo SeopEom, MasashiSugang MasayukiMurata,andHideoMiyahara

Abstract—It is well-known that TCP often experiencessevee perfor-
mancedegradation in mobile networks sincedue to host mobility, packet
lossemot relatedto network congestionoccur frequently. In this paper, we
proposea buffering of packetsat a basestation to resolvesucha problem.
Our method can be usedwithout sacrificing the scalability in Mobile 1P
basednetworks. For this purpose, we first investigatethe performance of
TCP without consideringpacketbuffering through simulation experiments.
Our resultsshowthat in most casesthe smoothhandoff by the route opti-
mization extensionof the Mobile IP standard cannot prevent degradation
of TCP performance in evensof handoffs, although it was originally in-
tendedto reducethe number of packetsdropped during the handoff. It is
alsoshownthat in utilizing the route optimization extension,the TCP per-
formance sometimesbecomesworse eventhan the caseof the baseMobile
IP, if its smooth handoff fails to avoid lossef four or more packetsduring
the handoff. Suchresultsindicate that for TCP, the smooth handoff is not
usefulunlessthe route optimization extensionsupports a buffering method,
which makeshandoffs betransparentto transport layer protocolsby recov-
ering lost packetsduring the handoff. We next investigatethe impacts of
packet buffering on TCP performance. We modify the route optimization
extensionin order to support packet buffering at the basestation, which
only requiresminor changes.Finally, we discusssomeproblemsoccurring
when recoveringthe packetsdropped during the handoff by the buffering
method, and proposeour solution.

I. INTRODUCTION

With recentremarkabledevelopmentsof the wirelesstech-
nologiesand very fast proliferation of mobile hostsin pasta
few years,it becomesrealisticscenaridhatmobile hostusers
canfreely move from placeto placewhile continuingcommu-
nications. To supportsucha scenarian the Internet,the IETF
(InternetEngineeringraskForce)hasdesigned Mobile IP pro-
tocol. Mobile IP, actingasaninter—subnetworlhandof protocol
within an|P layer, offersamechanisnior seamlesiandof, but
packetlossesare still unasoidablein the mobile networkenvi-
ronmentwhen a mobile hostusermoves into anothersubnet-
work from acurrentone[1]. Theproblemis thatTCPR theupper
layer protocolthanIP, wasnot originally designedor suchan
ervironment.SinceTCPinterpretghepacketossesasasignof
networkcongestionpacketosseslueto handof arealsorecog-
nizedasan occurrenceof congestion.Then, TCP suffers from
severe performancelegradationespeciallywhena mobile host
uservisits mary subnetworksluringthe connection.

Sucha problemwasfirst pointedout in [2], and several re-
searchworkshave beenfollowed. See.e.g.,[3], [4], [5]. How-
ever, noeasysolutionis still availableuntil now. Somesolutions
attemptto solve the problemby modifying TCP. Onesucha so-
lution canbefoundin [6] wherethe TCPrecever onthemobile
hostexplicitly notifiesthe handof event of the TCP senderso
that an appropriateaction can be takenby the TCP sender It
avoidsdegradatiorof TCPperformancéecaus¢éhe TCPsender
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canknow thatthe packetossegdakeplaceby the handof event,

not by the congestioroccurrence.However, it apparentlyvio-

latesthelayeringconcepbf networkprotocolstackbecauséhe

TCPrecevercanneverrecognizehehandof eventwithouthelp

of underlyinglink or networklayer protocol. Furthermorethe

solutionrequiresmodificationof TCP at both sides;not only at

the TCPrecever of the mobile host,but alsoat the TCP sender
connectedo thewired—networkslt is very unlikely thatsucha

modifiedversionof TCPis installedon all corresponderhosts
in thenearfuture.

Anothersolutionrelieson the fast retransmitmethodimple-
mentedin TCP [2], which forcesthe mobile hostto sendthree
duplicateACKs neededo initiate Fast Retransmitat the cor-
respondentostas soonasit completesthe handof. By this
mechanismthe corresponderthiostcansuccessfullyretransmit
lost packetswithoutwaiting for long retransmissiotimeoutdue
to coarsetimer resolution. It alsorequiresan indicationfrom
the lower link or networklayer handof protocolto notify the
handof event of the TCP recever on the mobile host. But,
modification of the TCP senderon the correspondenhostis
not necessarynlike the previous approach. The major prob-
lemis thatthis approachs usefulonly whenoneor two packets
are droppedduring the handof andthe numberof packetsar
rived at the mobile host after handof is too smallto generate
threeduplicateACKs [3]. Evenin that case,the TCP sender
performsunnecessargongestiorcontrol by throttling the con-
gestionwindow of TCR

We thustakeanotherapproactto pursuea seamlesfiandof
in this paper The seamlesfiandof givesanadwantagethatthe
upperlayerprotocolshaving beendesignedor wired networks
canalsobe usedon the mobile hostswithout ary modification.
Currently amostpromisingwayto realizethe seamlesiandof
is to storethe packetsat the basestationasa provision for the
droppingof packetduringthe handof event. Here,we classify
packetbuffering methodsnto two cateyories;an unicast—based
buffering methodand a multicast—basedtuffering method. In
theformer method,only the currentbasestationfor the mobile
hostperformspacketbuffering. Immediatelyafter the address
of the new basestationis informedto the previous basestation,
it forwardsthe bufferedpacketdo the new basestationto which
the mobile hostis connectedhfter handof.

On the otherhand,in the multicast—basedtuffering method,
all adjacentbasestationsof the currentbasestation perform
packetbuffering with anticipationof future handof of the mo-
bile host. For this purposethe packetsdestinedfor the mobile
host are forwardedto all adjacentbasestationsin additionto
the currentbasestationby using multicastingrouting. There-
fore, thereis no needto forward the buffered packetsto the
new basestationat the time when the handof actually takes
place. It thusmakesthe handof lateny be shorterthanthat of



the unicast—basetuffering. However, the overheadof buffer-
ing is increasedand more complicatedmulticastingrouting is
necessary
The packetbuffering methodshave alreadybeenaddressed

in pastliterature. One suchan example can be found in the
split—connectiorprotocol[7], [8], in which anend-to—end CP
connectionis brokeninto the wired part (the fixed hostto the
basestation)andthewirelesspart(thebasestationto the mobile
host). In the split—-connectiorprotocolandits variants[3], [9],
[10], the unicast—basebuffering is usedbecausall informa-
tion of the TCP connectiongincludingthe packetsiotacknavl-
edgedby themobilehost)openedatthe currentbasestationhas
to behandedverto the new basestationwhenthehandof takes
place.Thesnoopprotocolis anotherexampleto usethe buffer-
ing method[5], in which every TCP packetof both directions
is monitoredby the snoopagentin the basestationfor the pur-
poseof local retransmissionso the mobile host. The authors
incorporatedhe multicast—basetuffering methodto improve
the TCP performanceagainstthe handofs aswell asthe high
error rate of wirelesslink. In [1], the authorsinvestigatedthe
impactsof the buffer size and beaconperiodson the number

usedon the mobile hostwithout any modification. Assuming
thata well-tunedlink—layer solutionis supportedo handlethe
high error rate of the wirelesslink, we focus on the effective
buffering methodto handlehandofs in the currentpaper

This paperis organizedasfollows. In the next section,we
presenta brief overview of the currentMobile IP standardand
our proposato supportpacketoufferingin Mobile IP basechet-
works. In Sectionlll, throughthe simulation,we first investi-
gatethe performancef TCPin Mobile IP basechetworkswith-
out consideringbuffering of packets. We then investigatethe
impactsof buffering on TCP performance.In SectionlV, we
discusssomecommonproblemsof buffering methodsandthen
proposea solutionto overcomethoseproblems. SectionV is
devotedto concludingremarks.

Il. PACKET BUFFERING IN MOBILE |P BASED NETWORK

In this section,we briefly summarizethe currentMobile IP
standardn Sectionll-A, andthenpresentur proposalto sup-
port packetbufferingin Mobile IP basechetworksin Sectionll-
B. A simpleanalysisis alsopresentedo estimatethe buffer re-
guirementnecessaryo recover all the packetsdroppedduring

of packetsdroppedduring the handof underthe unicast-based the handof. We considerthe networkconfigurationof the Mo-

buffering method ,assuminghe UDP connection.

However, all of those works only consider an intra—
subnetworkhandof, which occurswithin a subnetwork. That
is, thosedid not investigatethe impactsof packetbuffering on
the performanceof TCP in Mobile IP basednetworks,which
supportinter~subnetworkhandof. We note that in the case
of UDP, the main problemin packetbuffering is whetherthe
buffered packetsare arrived at the mobile hostwithin certain
time, e.g.,thetime limit imposedby the playoutbuffer. Evenif
buffering methoddfail to recarer someof the droppedpackets,
other packetssuccessfullyrecoreredimprove the performance
of UDP. However, in the caseof TCR theproblemis notsimple
dueto its congestiorcontrolalgorithm.For example theperfor
manceof TCP couldbefurtherdegradedby duplicatepacketsor
re—orderingpf packetswhich possiblyoccurin utilizing buffer-
ing methods As wewill shav later, someproblemsamustbead-
dressedo supportbuffering successfullyln the IETF, buffering
at one or more foreign agentsis currently underconsideration
for more robust packetdelivery to the mobile host[11]. Our
methodpresentedh this papercanoffer its solution.

In [12], the authorscomparedhe abore protocolswith link—
layer solutionsusingforward error correction(FEC) and auto-
maticrepeateques{ARQ) techniquesfor TCPover erroneous
wirelesdlink (withoutconsideringhehandof). They concluded
that the most efficient one is a well-tunedlink—layer solution
which usesACK of TCP for avoiding unnecessaryf CP—level
packetretransmissionandselectie ACK for efficient retrans-
missionover the wirelesslink. It meanghatmorecomplicated
solutionssuch as the split—-connectiorprotocol are not neces-
sary However, it impliesthatthe TCP performancelegradation
dueto handofs shouldalsobe handledndependentlyf higher
layer protocolssothatit naturallyfits into the layeredstructure
of networkprotocols. Therefore we believe that by combining
a well-tunedlink—layer solution andthe buffering methodthat
we addressn this paper two causef the TCP performance
degradationin mobile environmentscan be resolhed mosteffi-
ciently. Then,the existing upperlayerprotocolsthanIP canbe

bile IP basednetworkshavn in Fig. 1, wherewe assumehat
therouterin eachsubnetworlkalsoplaystherole of FA (Foreign
Agent).

A. Overviav of Mobile IP

We first provide an overvien of the baseMobile IP proto-
col [13] which cansupporthostmobility without modification
to existing routersor correspondertiosts.We thendescribethe
Mobile IP with route optimizationextensionwhich is designed
to solve the well-known trianglerouting problem[11], [14] in
the baseMobile IP protocol. In this paper we proceedour
discussiorwithout explaining the functionalentitiesandterms
adoptedin the mobile IP specification. Referto [13], [14] for
moredetails.

In the baseMobile IP protocol,theHA (HomeAgent)in the
homenetworkof themobilehostinterceptshe packetglestined
for themobile hostusing proxy ARP, andthendeliversthemto
the mobile host’s currentattachmenpoint to the Internetusing
atunnelingtechnique.The currentattachmenpoint is defined
by an IP addressalleda care—ofaddress Therearetwo dif-
ferenttypesof care—ofaddress aforeignagentcare—ofaddress
is an addresof a FA with which the mobile hostis registered,
and a co—locatedcare—of addressis an externally obtainedlo-

Home Network

Correspondent
Host

Inter-Subnetwork
Handoff

=

Mobile Host
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cal addressvhich the mobile hosthasassociateavith oneof its
own networkinterfaces.We assumehe foreign agentcare—of
addressin this paper Whena mobile host(MH) movesinto a
new foreign network, it receizes an agentadwertisementmes-
sageincludingthe care—ofaddress(i.e., the addres®f the new
FA) from the new FA. At thistime, the mobile hostcanrealize
thatit movesinto the new foreign network,andthensendsthe
registration requestmessageaequiring registration of the new
care—ofaddressto thenew FA. Thenew FA relaysit to the HA
of themobilehostsothattheHA deliversthe packetdo thenewn
FA insteadof theold FA.

In the route optimizationextension[15], whenthe new FA
recevesthe registrationrequesimessagérom the mobile host,
it sendghebindingupdatemessagéo theold FA in orderto in-
form the new care—ofaddress in additionto relayingtheregis-
trationrequesmessageEachtime the old FA recevesa packet
from the correspondentiost(CH), it hasaresponsibilityto for-
wardthepacketto the new FA. Also, it sendghebindingwarn-
ing messageo the HA becausehe correspondenhostcannot
know the new care—ofaddressuntil the HA informsit. When
theHA recevesthebindingwarningmessaget sendghebind-
ing updatemessagéo thecorresponderttostin orderto inform
the new care—of address After receving the binding update
messagehecorrespondertiostcansendpacketgo thenewv FA
insteadof theold FA. By informingtheold FA of thenew care—
of address the numberof packetsdroppedduring the handof
can be reducedbecausen generalthe new FA is likely to be
fartherfrom the HA thanfrom theold FA. It is calleda smooth
handof.

B. ProposedProtocolto SupportPadketBuffering

The numberof packetsdroppedduring the handof canbe
reducedby the smoothhandof. However, thereis still a possi-
bility thatin—flight packetsaredroppeduntil theold FA receves
thebindingupdatemessagérom thenew FA. This packetdrop-
ping givessevereimpactson the performanceof TCPin mobile
networks,as having beenexplainedin Sectionl. In the IETF,
packetbuffering at oneor moreFAs is discussedo resole this
problem[11].

Wefirst considethecasewvhereonly oneFA performsbuffer-
ing. Thatis, only the currentFA performspacketbuffering with
anticipationof future handof of the mobile host. The current
FA sendghebufferedpacketdo thenew FA whenreceving the
bindingupdatemessagérom thenew FA. This methoddoesnot
requireary modificationof the routeoptimizationextension.lIt
is becausduffering is performedonly at the currentFA. How-
ever, thereis a scalability problemin this methodbecausd-A
mustcover all the TCP connection®f themobilehostscommu-
nicatingwith the IP hostsat the outsideof the subnetwork.As
packetbufferingis performedn parallelat moreFAs, thescala-
bility problembecomesnoreserious.lt is alsodifficult to sup-
portthehandof betweerntwo cellsin thesamesubnetwork(i.e.,
intra—subnetworkdcalhandof) whenbufferingis performedat
FA.

At thedatalink—layer, ARQ protocolusestheretransmission
buffer to perform error control on the wirelesslink. It canbe
usedfor recorering the packetsdroppedduring the handof if
buffering is performedat BS (BaseStation)[1]. In thatcase,
only the packetsnot acknavledgedby the mobile hostarefor-
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Fig. 2. Modification of the Mobile IP with route optimization extensionto

supportbuffering ata basestation

wardedto the new BS after handof. Thatis, the mobile host
never recevves duplicatepacketsdue to buffering. As will be
shavn in thenext section,suchduplicatepacketgriggeranun-
necessaryastRetransmit.Thus,the performanceof TCP can-
not be improved sufficiently by buffering solely However, if
buffering is performedat FA, such duplicate packetsare un-
avoidable. It is possiblethat FA manageghe buffer for recor-
ering packetlosseqdueto handof) by usingthe ACK of TCR,
but monitoringof TCP ACKsintroducesoverheadst FA.

Fromtheabove reasonswe proposeanunicast—basebuffer-
ing methodwherebuffering is performedonly atthecurrentBS.
In this method the packetdufferedin theold BS arefirst sentto
the old FA. After that,the old FA forwardsthemto the mobile
hostthroughthe new FA. We notethatin the route optimiza-
tion extension,if the packetsdestinedfor the mobile hostare
wrongly tunneledo theold FA, it forwardsthosepacketdo the
new FA by re—encapsulatinthemwith theright care—ofaddress
(i.e.,the addresf the new FA). Therefore the problemin the
unicast—basebuffering methodbecomedow theold BS sends
the buffered packetgto the old FA. For this purpose we intro-
ducetheforward messagdéseeFig. 2), which senesasa link—
layercontrolmessagbetweernFA andBS. It containsthelink—
layeraddres®f the mobile hostto identify the bufferedpackets
for the mobile host. Whenthe old FA receivesthe binding up-
datemessagérom thenew FA, it sendgsheforward messagéo
theold BSto requesforwardingof the buffered packets When
thosepacketarrive attheold FA, it canhandlethemasthepack-
etswronglytunneledo it. Thatis, it forwardsthebufferedpack-
etsto thenew FA by re—encapsulatinthemwith the addres®f
thenew FA. Thereforewith minor modificationof therouteop-
timization extension,the proposeduffering methodcansolve
the problemsthat may happenwhen buffering is performedat
FA.

Onthe otherhand,the Mobile IP standard13] recommends
to limit the maximumsendingrate of the agentadwertisement
messageto once per secondfor reducingthe network load
causedby the agentadwertisementmessage. Therefore,even
if the agentadwertisementmessagds broadcastedor multi-
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casted)at the maximumsendingrate by the new FA, the mo-
bile hostcannotreceve it during one secondafter moving into
the new foreign networkin the worst case. It meansthat dur
ing thattime, in—flight packetdestinedfor the mobile hostare
droppedbecause¢hemobile hostcannotsendtheregistrationre-

guestmessageintil receving theagentadwertisementnessage.

For this problem,we incorporatea local handof protocolin the
routeoptimizationextensionasshavn in Fig. 2. After receving
the beaconmessagevhich playsthe samerole asthe agentad-
vertisemenmessagethe mobile hostsendghe handof request
messagéo the new BS. Thenew BS thensendghe notification
messageo the new FA for requestinghe agentadwertisement
messagelUponreceving the notificationmessagethe new FA
sendsthe agentadwertisemenimessagédo the new BS. By this
method, the mobile host can receve the agentadwertisement
messagenore quickly, comparedo the methodwhich period-
ically broadcastshe agentadwertisemenmessageo all of the
BSsin thesubnetworklt is becaus¢hebeacomrmessageisedin
thelocalhandof protocolis usuallymuchshorterthantheagent
adwertisemenmessagandthusits sendingrateis muchhigher
thanthe maximumsendingrateof the agentadwertisementmes-
sage.Whenwe comparethe route optimizationextensionwith
the baseMobile IP in the next section,this methodis applied
to both of thoseprotocolsfor fair comparison. Note that this
cooperatiorwith the local handof is allowedin the Mobile IP
standard13].

Wenext considetherequiremenbnthebuffer sizeto recover
all thepacketslroppedduringthehandof. We considethecase
wherethe corresponderthostsendspacketsto the mobile host
throughthe TCP connectionestablisheetweenthem. Then,
by takingaccounbf thesendingrateof TCPandtheperioddur-
ing which in—flight packetsaredroppedwe canapproximately
determinethe numberof packetsdroppedduringthe handof as
follows;

min (M X tlosss mws) (1)
T
where
mws: the possiblemaximumwindow sizeof the TCP con-
nection,

rtt: theround—triptime of the TCP connection,
t10ss: theperiodduringwhichin—flight packetsredropped.
Theperiodt;,ss dependon theunderlyinghandof protocol.
In the caseof the baseMobile IP, asshowvn in Fig. 3, all the
packetsforwardedby the HA during the periodfrom T1 to T2
aredroppedattheold FA. Thus,we areableto determinet; s
for thebaseMobile IP asfollows;

(2)

tloss = tdelay + tbeacon + tnew_fa + tha

where
taelay: thedelaybetweertheHA andtheold FA,
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Fig. 4. Simulationmodel

theacon: the period from the time when the mobile host
moves into the new foreign network to the time whenit
recevesthebeacommessagérom thenew BS,

tnew_fq: the period from the time when the mobile host
recevesthe beacormessagéo the time whenthenewv FA
sendgheregistrationrequesinessage,

the: the periodfrom the time whenthe new FA sendsthe
registrationrequestmessagéo the time whenthe HA re-
ceivesit.

If we assumehe non—werlappingcell caseastheworstcase,
the maximumvalue of tpeqcon IS @approximatelydeterminedas
theperiodof beacormessageSimilarly, we canderive ¢, for
therouteoptimizationextensionasfollows;

(3)

tloss = tbeacon + tnew_fa + told_fa

where
toid_ta: the periodfrom the time whenthe new FA sends
the binding updatemessagéo the time whenthe old FA
recevesit.
By comparingEgs. (2) and (3), we canfind that the value of
t10ss 1S muchlargerin thebaseMobile IP casethanin theroute
optimizationextensioncase.Sincetheold FA is alwaysplaced
nearthe new FA, the valueof ¢,4_s, tendsto be very small.
Thus,thedifferencebetween, s is approximatelythetwice of
thedelaybetweerthe HA andtheold (or new) FA.

I1l. SIMULATION RESULTS AND DISCUSSIONS

In this section,we first describeour simulationmodelin Sec-
tion IlI-A. We thenshowv how the smoothhandof of the route
optimization extensionimproves the performanceof TCP by
comparingwith the caseof the baseMobile IP protocolin Sec-
tion 111-B. We next investigatethe impactsof packetbuffering
ontheperformancef TCPunderour proposedrotocolin Sec-
tion 111-C.

A. SimulationModel

We considerthe network configurationshavn in Fig. 1 for
investigatingthe performanceof TCP in Mobile IP basednet-
works. We assumehat 2 Mbps WaveLAN is usedasthe wire-
less accessnetwork to the Internet and the BS performsas
a link—layer bridge betweenwireless2 Mbps WaveLAN and
wired 10 Mbps Ethernet. The fixed correspondenhostis as-
sumedo beconnectedo 10 MbpsEthernet.For this configura-
tion, we developeda simulationmodelshawvn in Fig. 4.

Thedelaytakento senda packetbetweeradjacenfAs is set
to 1 msecby consideringl0 Mbps Ethernet.Similarly, the de-
lay takento senda packetbetweenFA andBS is also setto
1 msec.Accordingto the experimentakesultsof [5], the maxi-
mum achievable throughputfor the TCP connectionin 2 Mbps
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WaveLAN is about1.6 Mbpsin the presencef no packetloss.
We usethis resultin determiningthe servicerateof WaveLAN.
Thus,thedelaytakento senda packetbetweerBS andthe mo-
bile hostis determinedy consideringhe packetsize.lt is nec-
essanbecausdVavel AN is assumedo be a bottlenecKink of
the Mobile IP basednetwork. Otherdelayssuchasthe delay
betweerHA andFA aredependentn the distancebetweerthe
two nodesconsideredwhich are modeledby the delay station
asshavnin Fig. 4.

We considerthe scenarioin which the fixed correspondent
hosttransmitsl Mbytesfile to the mobile hostusing TCP and
only onehandof eventoccursduringthefile transfer Themax-
imum segmentsizeandthe maximumwindow sizefor the TCP
connectioraresetto 1,024bytesand32 sgments respectiely.
The resolutionof TCP timer is setto 500 msec. In our simu-
lation experiments,we assumehat thereis no packetloss by
networkcongestioror transmissiorerror and packetlosstakes
placeonly dueto handof.

In[1], theauthorsnvestigatechow the periodof beacommes-
sageagivestheimpactsonthenumberof packetdroppedduring
the handof by usingWaveLAN. The numberof droppedpack-
etsdecreaseasthe periodof beacormessagéecomeshorter
but the throughputof TCP is muchdecreasedvhenthe period
is too short. It is becaus¢heload of WaveLAN increasesisthe
periodof beacormessagdecomeshorter Their resultsshav
thatthe TCP throughputremainshigh whenthat periodis kept
above 50 msec,but beginsto drop significantlyasthe periodis
decreasedbelov 50 msec. By taking accountof it, we always
setthe periodof beacormessagéo 50 msec.

B. Comparisorbetweerthe BaseMobile IP and the Mobile IP
with RouteOptimizationExtension

Weinvestigatenow thesmoothhandof of therouteoptimiza-
tion extensiongivestheimpactson the performancef TCP For
this purposewe considetthescenaricshavn in Fig. 5 wherethe
mobile hostgoesaway from theHA andthe correspondertiost
alongthe straightline. In this case the round-triptime of the
TCP connectiorbetweerthe correspondertostandthemobile
hostbecomesdenticalin bothMobile IP protocolsasshavn in
Tablel. Thus,we canfocuson the investigationof the smooth
handof. The parameterx shovn in Tablel correspondso the
round—triptime betweenthe FA andthe mobile host,which is
roughly 8 msec. Figure6 shavs the throughputof TCP under
this scenarioThebaseMobile IP givesbetterperformancehan
the route optimizationextension,althoughthe smoothhandof
is supportedn the route optimizationextensionto reducethe
numberof packetsdroppedduring the handof. This resultis
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notanexpectedone.

To seethecauseye investigatehow TCPRenobehaeswhen
the handof occurs. Figure7 shavs sequenc@umbersof TCP
dataandACK packetdor thecasewherethe delaybetweerthe
HA andtheFA is 70 msec.Notethatthe routeoptimizationex-
tensionis usedin this case. The handof occursafterthe TCP
sendeachiezesits maximumwindow size 32 packetsandthen
12 packetg594 ~ 605) aredroppedfrom onewindow of data
during the handof. Other20 packets(606 ~ 625) forwarded
by the old FA arrive atthe mobile hostsuccessfully Eachtime
packetsnot droppedduring the handof arrive at the TCP re-
ceiver, it sendsan ACK for packet593. Then,the TCP sender

TABLE |
DELAYSBETWEEN NODESIN THE CASE OF THE SCENARIO TO SEE THE
EFFECTS OF THE SMOOTH HANDOFF

Delay(msec)between TCPrtt (msec)
CH& HA | HA & FA | CH& FA | BaseM-IP | RouteM-IP
10 0 10 20+a 20+a
10 10 20 40+ 40+«
10 20 30 60 +a 60 +a
10 30 40 80+« 80+«
10 40 50 100+« 100+«
10 50 60 120+« 120+«
10 60 70 140+« 140+«
10 70 80 160+« 160+«
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beaginsFastRetransmiuponreceving threeduplicateACKsfor

packet593. At this time, sstheshand congestionwindow are
16 and 19 packetsrespectiely. Congestiorwindow grows by

onepacketuponreceving following duplicateACKs for packet
593. Notethatthe TCP sendercannotsendnew packetseven
when congestionwindow becomedarger than 32 packetsbe-
causeit was 32 packetsof maximumwindow size beforethe
FastRetransmit. ACK for 594 arrivesat time 4,325msec,but

this ACK doesnot cover all of dataoutstandingprior to the Fast
Retransmitso thatthe TCP sendercannotsendnew packets.It

thereforebegins slow—startafterthe retransmissiotimeoutfor

packet595. At time around5,200msec,it retransmits8 pack-
ets(602 ~ 609). Whenpacket605arrivesat the TCP recever,

it sendsan ACK for 625 becausgackets506 ~ 625 wereal-

readyreceved by the mobile host. This ACK forcesthe TCP
senderto transmit9 packets(626 ~ 634) at full speed. Note
that this suige of packetsgives worseimpactson the network.
Then,the TCP sendeitransmitspacket626 at time 5,405msec
uponreceving threeduplicateACKs for packet$25 triggered
by packets506 ~ 608. However, this is anerroneoud-astRe-
transmitbecauset is not triggeredby packetloss. The TCP
sendingrateis further reducedby the erroneoudrast Retrans-
mit.

In the caseof TCP Reno,an erroneoud=ast Retransmitoc-
cursdueto the slowv—startaftertheretransmissiotimeoutif the
following two conditionshold simultaneously;

« morethanthreepacketsaredroppedconsecutiely during

thehandof, and

« morethantwo packetssuccessfullyarrive at the TCP re-

ceiver afterthe handof.
Unfortunately in the caseof the route optimizationextension,
thoseconditionsare more likely to be met due to its smooth
handof. Thatis thereasorwhy the performanceof TCPis fur-
ther degradedwhen the route optimization extensionis used.
We next investigatethe numberof packetsdroppedduring the
handof whichis closelyrelatedto the performanceof TCR

Figures8 and9 shav the numberof droppedpacketsandthe
packetlossperiodt,;,ss for the caseof Fig. 6, respectrely. As
shavn in Fig. 9, t;0ss IS proportionalto the round—triptime in
the caseof thebaseMobile IP dueto its inefficient packetrout-
ing. In this case,aswe canseefrom Egs. (1) and (2), most
packetsarealwaysprobablydroppedfrom onewindow of data
withoutregardto theround—triptime. It is especiallyjtrueasthe
correspondertostis placedcloseto the HA. Fromthisreason,
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Fig. 9. RelationbetweerpacketiossperiodandRTT

32 packetsarealwaysdroppedwithout regardto the round—trip
time in thecaseof the baseMobile IP. Notethattheactualnum-
ber of packetsdroppedduring the handof can be larger than
thetheoreticalvalue. It is becauseacketsarrive atthe BSin a
burst manner Note thatwe implicitly assumedn Eq. (1) that
theintervalsbetweerntwo packetsaareequal.

On the otherhand,in the caseof the route optimizationex-
tensiong,,ss is almostconstantwithoutregardto theround—trip
time, andtpeqcon €COMesa dominantfactorin t;,s. It is be-
causethe old FA is alwaysplacednearthe new FA. Thus, as
the round-triptime becomedargerthantycqcon, the conditions
for triggeringthe erroneoudastRetransmitare fulfilled in the
caseof therouteoptimizationextension.In the caseof the base
Mobile 1P, however, the TCP senderalwaysrestartsthe packet
transmissionaftertheretransmissiotimeoutandno erroneous
Fast Retransmitoccursbecauseall of the packetswithin one
window of dataaredroppedsothatthe TCP recever cansend
no duplicateACK. Thatis the reasonwhy the baseMobile IP
givesbetterperformancehanthe route optimizationextension
in Fig. 6.

Fromtheabove results we canseethatthe smoothhandof of
the routeoptimizationextensionis usefulonly if theround-trip
timeis muchlargerthant;, ;s sothatnomorethanthreepackets
aredropped.In thatcasetherouteoptimizationextensiongives
betterperformancehanthe baseMobile IP becauseall of the
droppedpacketsare recovered by normal Fast Retransmitand
no erroneoudastRetransmibccurs. Otherwise jn the caseof
the route optimizationextension,the performanceof TCP can
be further degradeddueto the smoothhandof. Note thateven
whenthe round-triptime is muchlarger thant,,ss, thereis a
possibilitythatmorethanthreepacketanbe droppedbecause
packetsarrive atthe BS in a burstmanner

In the abore, we have discussedhe impactsof the smooth
handof for thecaseof TCPReno.In thecaseof TCP Tahoeer-
roneousFastRetransmitalso occursunderthe samecondition.
However, erroneoudrast Retransmitoccursconsecutiely un-
like TCP Reno.Figure10 shavs the behaior of TCP Tahoeaf-
terthehandof. After 5,200msec,anerroneoug-astRetransmit
occursevery round-triptime until thefile transferis completed,
andevery packetis transmittedwice, andat most6 packetsare
transmittedduring oneround—triptime.

We describethe reasornwhy sucherroneoudrastRetransmit
occursconsecutiely in Fig. 11. We assuméhat packetss ~ 8
are droppedfrom onewindow of dataduring the handof and



otherpackets9 ~ 12 arereceied successfullyby the TCPre-

ceiver. In this casethe TCP senderretransmitgpacket5 upon
receving threeduplicateACKs for packet4. After two round—
trip times(i.e., in the period7'1), the TCP senderecevesfour

ACKs for packetl?2 triggeredby packets8 ~ 11. Whenre-

ceiving the first ACK for packet12, the TCP sendertransmits
packetsl3 ~ 17 asresponsdecausehe congestiorwindow is

5 atthis point. Then, it begins slonv—startto recover packet13

upon receving three duplicate ACKs for packet12, although
packetsl3 ~ 17 arealreadytransmittedbefore. As a result,
theTCPsendereceiessix ACKsinsteadof oneACK afterone
round—triptime. It thustransmitsightpacketg14 ~ 21) unlike

thecaseof normalFastRetransmitn whichjusttwo packetsare
expectedo betransmitted Notethatpacketsl4 ~ 17 aretrans-
mitted twice becausehe TCP senderlin slow—startignoresthe
fact thatthosepacketsweretransmittedbefore. Fromthis rea-
son,erroneousg-astRetransmibccursafteroneround-triptime,

andit in turn triggersanothererroneoudrast Retransmitafter
oneround-triptime. In this way, anerroneoud-astRetransmit
occursevery round-triptime until thefile transferis completed.
After thefirst erroneoud-astRetransmitthe numberof packets
transmittedduring one round—triptime becomessmallerthan
beforeuntil it becomes, andthenit is never changed We can
alsoseethatmore packetghanthe congestiorwindow sizeare
transmittedduring oneround—triptime whenan erroneoug-ast
Retransmibccurs. In the caseof TCP Tahoe,if the conditions
that erroneoudrast Retransmitoccursare satisfied,its perfor

manceis severelydegradedasshavn in Fig. 12.

C. Impactof PadketBufferingin Mobile IP Based\Networks

Figure 13 shavs the impactsof the buffering methodon the
performanceof TCP for both versionsof TCRP We usethe pro-
posedprotocol which makesbuffering at a BS possible. We
assumedhefollowing FIFO schedulinglisciplineat the buffer;
whena packetarrivesat the buffer with no spaceijt is storedin
the tail of the buffer andthe packetarrived at first is dropped
from the headof buffer. Therefore,if the buffer sizeis smaller
thanthenumberof packetsdropped somepacketdroppedear
lier cannotbe recorered. On the otherhand,if the buffer size
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is larger thanthe numberof packetsdroppedtheold BS sends
somepacketswhich arealreadyarrived at the mobile hostsuc-
cessfully toward the new BS after the handof. Thus, those
packetdgrigger duplicateACKs at the mobile host. For the fig-
ure,we useda buffer thatcanstore32 packetsorrespondingo
themaximumwindow size. Thereforewe canstoreall thepack-
etsdroppedduringthe handof because¢he numberof dropped
packetscannotexceedthe maximumwindow size. Other pa-
rametersaresameasin the caseof Fig. 6.

In thecaseof TCP Reno the performances considerablym-
proved by the buffering method. However, asthe buffer size
becomedargerthanthe numberof packetdropped(i.e, thede-
lay betweenthe HA andthe FA becomedargerthan 20 msec,
seeFig. 8), the improvementof TCP performances limited.
The reasonis asfollows; somebuffered packetswere already
arrived at the mobile hostbeforethe handof, andthosearefor-
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wardedagainto the mobile hostby the old BS. Whenreceving
suchduplicatepacketsthe TCPrecever sendduplicateACKs
to the TCP senderThusit beginsa FastRetransmiteducingits
sendingrate. Thereforeasthe delaybetweenthe HA andthe
FA becomedarger (i.e.,astheround—triptime of TCPbecomes
larger),theimprovementof TCP performancéecomesmaller
After theFastRetransmitlueto duplicatepacketsno erroneous
FastRetransmifollows in the caseof TCP Reno. On the other
hand,in the caseof TCP Tahoe,erroneoud=astRetransmitoc-
cursconsecutiely afterthe FastRetransmit.Thatis thereason
why in the caseof TCP Tahoe,its performanceés notimproved
by the buffering methodwhenthe buffer sizeis largerthanthe
numberof droppedpackets.

Finally, let us considerthe impactsof the buffer size on the
performanceof TCP Tahoein more detail. Figure 15 shavs
theimpactsof the buffer sizeon the performanceof TCP when
16 packetsare droppedduring the handof. We can seethat
the rangeof the buffer size improving the throughputof TCP
is narrav. Whenthe differencebetweerthe buffer sizeandthe
numberof droppedpacketds lagerthantwo, the old BS sends
morethantwo packetsalreadyreceved by the mobile hostbe-
fore thehandof, towardthe new BS, andthusthe TCPrecever
onthemobile hostsendamorethantwo duplicateACKs. Then,
erroneougastRetransmitinfortunatelyoccursconsecutiely at
the TCP sendetike the casethat multiple packetsare dropped
during the handof. It is a critical problemthat the throughput
of TCPis notimproved by the buffering methodeven whenthe
buffer sizeis largerthanthe numberof droppedpackets.In the
next section,we will discusssomeproblemsof the buffering
methodin moredetail.

IV. IMPLEMENTATION |SSUES OF PACKET BUFFERING
METHOD

In this section,we discusssome problemsof the buffering
method,which will be encounteredn implementationof the
buffering method.Then,we presenpossiblesolutionsfor those
problems.

A. Buffer Sizeand DuplicatePackets

In the previous section,we have shavn thatin the caseof
TCP Tahoe |ts performancecannotbeimproved withoutanap-
propriatebuffer size.lt is trueevenwhenthebuffer sizeis larger
thanthe numberof packetdroppedduringthe handof. Thisis
oneof problemsthatshouldbe addressetb makethe buffering
methodfeasible. It is becausave cannotestimateexactly the
numberof packetsdroppedduring the handof even if we can
know the round-triptime, the possiblemaximumwindow size,
andthe packetlossperiod. To solve this problem,it is neces-
saryto satisfythe following two conditions;1) the buffer size
must be larger thanthe numberof packetsdroppedduring the
handof, and2) the old BS mustnot sendmorethantwo packets
alreadyreceved by the mobile hostbeforethe handof, toward
thenewv BS. Wefirst considetthefirst condition. Thebuffer size
canbe determinedasthe size of the transmissiorbuffer which
is implementedn BS to sendpacketstoward the mobile host.
The congestiorwindow size never getslarger thanthe size of
thetransmissioruffer evenif thewirelesslink is notthebottle-
necklink of the TCP connection.Thus,the numberof dropped
packetds alwayslessthanor equalto the size of the transmis-
sion buffer. The secondcondition can be satisfiedif we man-
agethebuffer for recorering packetiossedy usingthe ACK of
TCPor the ACK of thelink—layer protocolusedin thewireless
link. In thatcasetheold BS candroptheacknavledgedpackets
from the buffer, andthusthe mobile hostnever recevesdupli-
catepacketgyeneratedby introducingthe buffering method.

B. Re-odering of Padkets

Whenthe correspondenhost sendsthe packetsbut it does
notknow thenew care—ofaddressyet, theold FA forwardsthose
packetdo thenew FA in therouteoptimizationextension.How-
ever, if thosepacketsarrive attheold FA beforeit completedor-
wardingof the bufferedpacketsrom the old BS, packetscould
arrive at the mobile hostin the wrong order As a result, du-
plicateACKs canbe causedy suchre—orderingof packetsand
TCPperformanceouldbefurtherdegradedhanthecasewhere
the packetbuffering is not supported.

-
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Host
New BS

Old BS

Wireless Interface

Fig. 16. Packedelivery sequencéor avoiding re—orderingpf packets



Oneway to solwe this problemis that the old FA forwards
thosepacketsto the new FA throughthe old BS. Namely as
shawvn in Fig. 16, the old FA sendghosepacketgo theold BS
insteadof the new FA, andthenthe old BS putsthosepackets
into thebuffer. Finally the packetsn the buffer areforwardedto
thenew FA throughtheold FA. Then,packetsanbeforwarded
to thenew FA in theright order

C. Congestionn New ForeignNetworks

Like mostof otherworks,only oneTCP connectiorhasbeen
consideredn this paper However, if otherTCPconnectiongx-
ist in the new foreign networkandits routeremploysa simple
packet—discargolicy suchasRandomDrop andDrop Tail [16],
the buffering methodcould not be able to recover the pack-
etsdroppedduring the handof. In thatcase,the buffer in the
routeris likely to befully utilized by the otherTCP connections
alreadypresentedn the new foreign network. Thus, most of
the buffered packetsforwardedby the old FA may be dropped
dueto buffer overflow of therouterin the new foreign network.
Moreover, packetsdrom the otherTCP connectionganalsobe
droppeddueto the bufferedpackets andthusthe utilization of
networkbecomesvorse(i.e., globalsynchronizatiorj16]).

One way to overcomethis problemis to employ Random
Early Detection (RED) packet—discardscheme[16]. This
schemeavasproposedo address similar problemthathappens
whena new TCP connectiongoesthrougha congestedoutet
However, unlike that case,onewindow of packetsare arrived
atthecongestedouterwithin a shorttime whenthe handof oc-
curs.lt is becausén additionto thebufferedpacketsthepackets
sentby the correspondertiostnotknowing the new care—ofad-
dressyet,areforwardedto thenew FA by theold FA. Therefore,
we mustsetthe parametersf RED schemedo be ableto accept
aburstcorrespondertb onewindow of packetsatleast.By em-
ploying RED schemethe TCP connectionhandedover to the
new FA, canrestarttransmissiorafter successfuFastRetrans-
mit without the retransmissiortimeout when the new foreign
networkis congestedHowever, whenthe new foreign network
is heavily congestedi.e., the averagequeuesize of the router
is closeto the thresholdmaxy, [16]), it is betterto give up the
forwardingof the bufferedpackets.t is becauseéherouterem-
ploying RED schemedropsall arriving packetswhenthe aver-
agequeuesizeexceedsnaz,y,, andthusglobalsynchronization
explainedin the abore may occut Thus, it is necessaryo in-
cludea new optionfield in the binding updatemessagédor in-
dicatingwhetherforwardingof the bufferedpacketsareallowed
by thenew FA or not.

Notethatevenif the buffering methodis not employed the
above problemcouldoccurwhenthenumberof packetddropped
duringthe handof is small sothatmary packetsareforwarded
to the new BS after the handof. Therefore,the provision for
addressinghe abore problemis essentialandit wouldbecome
moreimportantasthenumberof mobile hostsandtheir handof
probabilityincrease.

V. CONCLUSION

We have shavn thatin most casesthe smoothhandof by
the route optimizationextensionof the currentMobile IP stan-
dardcannotpreventthe degradationof TCP performancelueto

handofs, althoughit is designedo reducethe numberof pack-
etsdroppedduring the handof. Moreover, we have found that
in the caseof therouteoptimizationextension the performance
of TCP canbe further degradedthanthe caseof the baseMo-
bile IP unlessits smoothhandof makeslessthanfour packets
be droppedduring the handof. To addresssuchproblem,we
have proposeda buffering methodin which only onebasesta-
tion performsbuffering in orderto recover the packetsdropped
during the handof without the scalability problem. In doing
so,we have modifiedthe route optimizationextensionin order
to supportbuffering of packetsat a basestation. Finally, we
have discussedhe problemghatshouldbeaddressetb recover
the packetsddroppedduringthehandof by thebuffering method
without giving a worseimpacton the performanceof TCR and
proposed solutionto addresshoseproblems.

In this paper we have not consideredtherversionsof TCP
suchas TCP New Renoand TCP with SACK (selectve ac-
knowledgmentspption. If the buffering methodis successfully
employedhoweverthereis no differencebetweenr CPversions
becausdandofs becomearansparento the transportiayerpro-
tocols.
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