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Abstract: The conventional Internet has only provided fer not high, but acceptable QoS to allow a flexible use of
the best—effort service, which does not offer any QoShe network bandwidth. The rate—adaptive control utilizes
(Quality—of—Service) guarantees. However, recent devekhe capability of controlling the packet generation rate at
opments of multimedia applications require QoS guaranthe source, and can be applied to both networks offering
tees for real-time transfers, which eventually introducedeservation—based and best—effort services.
reservation-based protocols. However, it is pointed out |n the reservation-based network, a signaling protocol
that reservation—based protocols such as RSVP have seylled bandwidth re—negotiation is necessary to allocate
eral drawbacks such as a scalability problem. In this papefhe bandwidth among the connections with rate—adaptive
we introduce user’s utility to quantify QoS, and it is usedcontrol. If the network gets short of the bandwidth, it in-

to compare the best—effort and reservation-based servicgsims established connections that they have to decrease
to discuss which service giVeS a better solution for real-their bandwidthS, by Wthh more Connections can be ac-
time applications and data applications. By extending oUgepted at the sacrifice of the decreased QoS level [4].
previous results, we discuss the worst utility that the usefy [4], the authors consider the MPEG-2 CBR encoding
experiences during the connection in this paper. The tanmethod, by which the generation rate can be changed so as

dem network model is also treated to investigate the effegg conform to the assigned bandwidth while keeping user’s
of multiple link systems on both services. perceived QoS to be acceptable.

The similar mechanism has already been implemented
in real-time applications on the Internet. In such appli-
Recently, multimedia applications on the Internet are accations, the source monitors the network congestion level
tively developed. However, the conventional Internet hadased on the feedback information from the receiver, and
only provided the best—effort service, which does not offelcontrols the packet generation rate [5]. A fundamental dif-
any QoS (Quality—of-Service) guarantees. It means thderence from the reservation-based network is that in the
multimedia applications sometimes offer very low—qualityreservation-based service, the number of connections can
presentation to users. Accordingly, a new architecture ope limited through connection admission control to guar-
ISPN (Integrated Service Packet Network) [1] was pro-antee a minimum QoS level while it cannot in the best—
posed to offer the guaranteed QoS for real-time applicegffort service. Thatis, the rate—adaptive mechanism in the
tions on the Internet. Every flow is provided with reservedbest—effort service may improve QoS, but it never guaran-
bandwidth during the connection in ISPN. The mechanisniees Qo0S.
is implemented by the signaling protocol called RSVP [2] Therefore, it becomes important to identify to what ex-
and the packet scheduling at the router, such as WFQ [3}ent each service can provide QoS from user’s point of

However, several drawbacks of reservation—based netdew, when real-time applications are introduced. In [6],
works are pointed out more recently. Those include ave introduced user’s utility to quantify a level of QoS that
protocol overhead and limitation on scalability. Anothereach service offers, and to compare the QoS capability of
problem is that the user has a possibility to encounter thewo services. However, we only considered the average
connection blocking as the network becomes congestedalue of utility in [6], while more important is that the user
which is unavoidable in the reservation—based protocolexperiences the fluctuation of QoS during the connection if
Thus, itis now recognized that, from another point of view,the user utilizes the best—effort service. As will described
more important is to accept connections on demand eveniter, the fluctuation of QoS during the connection is also
the provided QoS is not high. In that sense, a rate—adaptiv@served in the reservation—based service, butin that case,
control mechanism seems to be promising in order to ofthe minimum QoS can be guaranteed. We therefore com-

1. Introduction



pare two services based on tierst utility experienced consider the interactive real-time application, which is ap-
during the connection in this paper by extending our preplied to the reservation—based service and the best—effort
vious approach. service. For the case where interactive real-time and data

We also present new results using the tandem-networdpplications co—exist, refer to [6]. To compare the QoS
model. It is well known that in the circuit—switched net- capability of two services, we introduce a notionub -
work, the long—hop connection encounters the high blockity. If we consider SN ratio or MOS as QoS, the utility
ing probability. Since the reservation—based service is essan be quantitatively represented as a function of the band-
sentially the circuit—switched network, QoS offered by thewidth [4]. Figure 1(a) shows the QoS function for the rigid
reservation—based service may be much degraded in the
large—scaled network. We will use the tandem—network
model to quantitatively evaluate it.

This paper is structured as follows. In Section 2, we in-
troduce the services and application models. User's worst  §
utilities according to our definitions are then derived in
both services in Section 3. The network model is then ex-

QoS

tended to the tandem network model in Section 4. In Sec- br b B

tion 5, we compare two services by numerical examples. Bandwidth Bandwidth

We conclude our paper in Section 6. (a) Rigid real-time ap- (b)  Rate-adaptive
plication real-time application

2. Service and Application Models

. . ) Figure 1: QoS functions for applications
In this paper, we consider the following two network ser-

vice models. applications. If the allocated bandwidth is less than

(1) Reservation—based service: then the user perceives that it is very uncomfortable, and

In the reservation—based service, the network reservégeremre the utllity becomes 0. If the bandyvujthbgﬂs
uaranteed, on the other hand, users are satisfied with com-

physical network resources for the connection before add L ;
tual communications. For this purpose, some signalinéortable communication. The QoS function for the rate—

protocol such as RSVP should be equipped with the ne -daP“"‘? ap_plicatic_m Is il!ustrated in Figure 1(b). .If the
work. By this mechanism, a part of the network resourc pplication is provided with the guaranteed bandwidth of

is dedicated to the connection, and the QoS guarantees cam*®’ the USer can enjoy QO.S_”Ch communication. How-
be realized. If the network resource is short, the connecz <+ V&N if the bandwidth is decreased, acceptable QoS
tion is blocked ' Is offered to the user as long as the minimum bandwidth of

Network resources may be bandwidth and/or routep””btiﬁ |?_guaranteed. Inwhta;fgllowfs,Q_o%funclztlt(_)ns shown
buffer, and QoS may be represented by throughput, packlﬂ_ i_ \gure are reprfeser:je " ¥)( O: rlg' rea—|_|mf[a_ ap-
delay time and/or packet loss rate. In this paper, we as- ications) and3(-) (for adaptive real-time applications).

sume that the network reserves the bandwidth for the con- " summary, we will compare the utility based on user’s
nection, and therefore, the QoS parameter is throughpup€rc€ived QoS by applying

Itis a simplest and most realistic form of the reservation-(1) rigid real-time applications, or
based service. (2) rate—adaptive real-time applications

to either of
(i) best-effort service, and
In the best—effort service such as the conventional Internet (i) reservation-based service
no QoS is guaranteed for the connection. However, blockin the following sections.
ing due to lack of the network resources never occurs in
this case. 3. Derivation of Worst Utilities

(2) Best—effort service:

For network applications, we consider interactive real-3.1 Network and traffic models
time applications where resource reservation is necessary
if we want QoS guarantees. We can consider the rateWe first consider the worst utility. For this purpose, we
adaptive control in which the packet generation rate is conassume the single link having the capadity which is
trolled against the network congestion level. That is, theshared by real-time applications. Connection setup re-
real-time application is divided into the following two ap- quests from real-time applications arrive at the link fol-

plications; lowing a Poisson distribution with rate and connection
(1) rigid application having no rate—adaptive capabilities holding times are assumed to be exponentially distributed
(2) rate—adaptive application. with meanl/u. For real-time applications, we consider

Data applications and one—way real-time applicationsigid real-time applications in Subsection 3.2 and adaptive
are other important applications, but in this paper, we onlyreal-time applications in Subsection 3.3, respectively.



3.2 Rigid real-time applications where(i, j) element ofe“* gives the probability that the
number of connections in the systeni & time 0, and that
the number of active connections does not exceesh-
In this subsection, we consider the case where the rigid apH time ¢, at which the number of active connections be-
plication is applied to the reservation—based service. =~ comes;.

The rigid application requires a fixed amount of band- Finally, we obtain the worst utility as
width (b,.) to be reserved to establish its connection (Fig- m—1
ure 1(a)). The connection setup is refused if the remain- WU,,(C) = Z 1 (k) q(k) ou(by.),
ing capacity of the link is short. That is, the reservation— =0

based service can accept the maximum number= " \;nereq (k) is a steady—state probability that there exists

|C/b, | of connecti.ons on the link. It can be model'ed 8Sthe numbetk of connections in the M/Mk queuing sys-
an M/M/m/m queuing model [6]. Once the connection is tem, which is given ag(k) = e~%a* /k!, wherea is traffic

accepted with the bandwidth, the quantitative level of |-+ o real—time applications.
QoS, «a(b,), is guaranteed during the connection. Thus,
the worst utility is equal to the average utility, which is 3.3 Adaptive applications
given by
U, (C) = (1= Ly) alby), 3.3.1 Application to the reservation—based service

3.2.1 Application to the reservation—based service

whereL,., is an Erlang blocking probability. We should Th€ adaptive real-time application is tolerant to the as-
note here that we simply exclude the case of blocking ir'9ned bandwidth variation as having been shown in Fig-
the above equation. We may have to take account of thg® 1(0). Thatis, the application allows the bandwidth
negative effect to the user by reservation blocking. WO bmin 10bma.. Atthe connection setup time, the con-

need further research to incorporate such an effect to re;S‘-eCt'O” is established if the allocated bandwidth of at least

resent the user’s utility. binin 1S reservgd for that_ con.nec.tion. Note that we as-
o _ sume that the link bandwidth is fairly shared among real—
3.2.2  Application to the best—effort service time applications. For this, the bandwidth re—negotiation

When the rigid real—time applications are applied tolS necessary in some way when the connection newly ar-

the best—effort service, all connections are acceptedives or terminates [4]. Thus, the assigned bandwidth to

When the number of real-time connections exceeds each connection may be changed during the connection

|C/b,]), however, the perceived QoS becomes 0. By astime betweerb,,;, andby.q., i.e., the perceived QoS may

suming that users of real—time applications do not give upluctuate between(byi») anda(bmaz ).

connections even if the utility falls under the acceptable The reservation—based service can accept the maximum

level, the behavior of real-time applications is modeled by?f ms = |C/bmin| connections on the link, which leads

an M/M/oo queuing system. to an M/M/m3/ms queuing system. The maximum band-
To derive the worst utility, we suppose that the taggedVidth is assigned to the connection when the number of

connection arrives at time 0 and finds the numbef ac-  active connectionsz; is less than or equal taC/bmaz ] -

tive connections in the system. The worst utility of the To determine the worst utility in this case, we consider

tagged connection is experienced when the tagged connee transient behavior of the M/Mis/m3 queuing system

tion finds the maximum number of connections in the sysin a similar way presented in Subsection 3.2.2. #,gtk)

tem during its connection time, which is denotedhadf ~ be the probability that the tagged connection fiatisiost

n < m, then the user of the tagged connection does ndhe number: of connections in the system during its con-

perceive the QoS degradation. Otherwise, the QoS bdection time, when the connection findsonnections at

comes 0 in the rigid real-time application. The numberits arrival time. Itis given by changing: + 1,n + 1) el-

n can be determined by analyzing the transient behavicgment ofG in Eq. (2) to—nu and applying it to Eq. ( 1).

of the system. The probability that the tagged connectior hen the probability that the tagged connection finds the

finds at most the number of connections during its con- maximum number. of active connections during its con-

nection time is given by nection time is given by

ro(k) = — G/u)_1 e, 1) sn(k) = Tr(k) —Tno1(k), n >k,
wheree is a column vector with all elements 1. The -+ sn(n) = Tn(n).
1) x (n + 1) matrix G is given by The worst utilityW U, , in this case is then given as

G = mi—1mq—1

MA —(A/\+ 1) A ! WUar(C) = kz=o ]:Zk s(3) p(3) BOmaz)
. (2 ma—1  k
(n—Du —(A+(n—1)p) A + > > sk pli) BCTE).

0 nu —(A+nup) k=m1 j=mi—1



where p(j)'s are steady state probabilities of the |[C/b,.| on each link, we obtain the steady state probabil-

M/M/ms/ms queueing system; ity Py,.....uy that the number of connections on Paiis
. mg u; as
p(j) = (@ /§1)/ (Y a'/1Y). N
=0 Puo,'“,uN = PO,'“,OHﬁ7 (3)
3.3.2 Application to the best—effort service i=0 "
It may be a too simple assumption, but we assume thé/yherePo,..,O IS given as
the bandwidth is fairly shared by adaptive real-time con- moquo N oMo
nections by considering that the connections are equipped £o,--0 =1/ Z[uo, <12 )] 4)
. . . . X 0 . Ug:
with some ideal rate—adaptive mechanism. Note that sev- J=0 i=1 u;=0

eral rate—adaptive mechanisms for real-time applications To derive the utility for the long—hop connection on
have already been proposed in the literature, while in th@ath 0, we first determine its blocking probabilifyL., ,.
actual situation, those mechanisms may not be able to ad-he connection blocking occurs when the number of con-

just its rate fairly. nections is equal te: on at least one of links. That is, we
The worst utilityW U, ;,(C) can be obtained by chang- have
ing s, (k) in Eq. (3) tot,, (k) given as LL,.(C) = Z Pugoooan-
to(k) = ro(k) — rn_1(k), n >k, {uo,---,un}suchthaty +u; =m (1 <i < N)
tn(n) = rn(n), The utility for long—hop connections is then given as
wherer, (k) was obtained in Eq. (1). LU, (C)=(1—LL,,(C))a(b,).
4. An Extension to Tandem Network Model 4.2.2  Application to the best—effort service
4.1 Network and traffic models When the rigid real-time application is applied to the

. ) best—effort service, we assume that all connections are ac-
In this section we treat the tandem network model Wit - canteq. Thus, each link can be modeled by an independent

links as shown in Figure 2. The designated (foregroundj;m/ o0 queue. We thus have a steady state probability as
connections withV hops uses Path 0, and the single—hop

(background) connections arriving at linkuses Path.
Connections arrive at Path(0 < i < N) according to a
Poisson distribution with rat®;. The capacity of each link
is C, and the holding times of connections on Patre
assumed to be exponentially distributed with megn;, qi(us) = e "aj fu;.

respectively. We assume that the connection setup times | the number of connections on at least one of links is
including propagation delays between nodes are negligiyrger thann, then available bandwidth of long—hop con-
ble since those must be large enough compared with thgections on Path 0 is less thanand the utility becomes

connection holding times. Note that from a viewpoint of g 55 having been described in Subsection 3.2.2, Thus, the
user’s utility, the connection setup time may be another imyiijity for long—hop connections is given as

ortant factor, but it is beyond scope of our current paper.
p Yy p pap LU, 4(C) =

N
ng,---,uz\z - qu(u2)7 (5)
=0

whereg; (u;) is given as

m  m—ug m—ug

1
Path 0 . Z Z Z U0 Que,un (br).

Link 1 Link N v
uo=1 u1=0 un=0
o0 . L
}OE\/\ }?‘g/;i* 4.3 Adaptive applications

Path 1 Path N 4.3.1 Application to the reservation—based service

Next, we consider the utility of the adaptive applications
applied to the reservation—based service. Recalling that
the maximum number of allowable connections on each

Since our concern is how the utility is degraded depeniink is ms = | C/bmin| (Se€ Subsection 3.3.1), the steady
dent on the number of hop counts, we will derive the utility gt5¢e probabilityR.,, ..., that the number; of connec-
of long—hop connections in the below. tions is active on Pathis given by changing in Eq. (3)

4.2 Rigid real-time applications to ms.

The various bandwidth allocations to connections can
be considered for given stafeu,---,unx}. In this pa-
The long—hop connection on Path 0 is only accepted if th@er, we assume that the bandwidth re—negotiation proto-
bandwidth ofb,. is reserved on all links. Recalling that col allocates the bandwidth to achieve the Max—Min fair-
the maximum number of acceptable connectionsis=  ness|[7]. Its implementation in the actual network may not

Figure 2: extended network model

4.2.1 Application to the reservation—based service



rigid QoS

be easy, but in our current tandem network model, the al-
located bandwidth is easily determined as follows. First,
choose the link having the maximum number of connec- 8
tions, and let the number denotewss,... Then, the band-
width allocated to the connections on Path 0 is determined
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asC/(ug + umaaz), I-€., the capacity of that link is equally 0 1020 30 40 50,60 70 80 50 0 1020 3 40 %0 0 0 80 %0
divided. Connections through other links fairly share the (a) Rigid applicationn(-) (b) Adaptive application
remaining bandwidtid’ — ug C'/(uo + umaz). Thatis, the B()
bandwidth allocated to other connections on Fath <
1 < N) becomes Figure 3: QoS functions
umaz C
Ui U + Umae We first compare the worst utilities of reservation—based

Since the utility of long—hop connections on Path 0 isand best—effort services using the single link model (Sec-
B(C/(u1 + umaz)) for givenuy, the average utility is tion 3.). For numerical examples, we fix the traffic load
given as (e = A/u) to be20 Erlang while the link capacity”

LU . is changed. Figures 4 and 5 present worst utilities of
ar(C) = . . . Y >
' rigid and rate adaptive real-time applications and utility
1 Z Z N Z w R 3 differences. For comparison purpose, the average utili-
ag 0 Huoun P mas . ties Ur.r, Uy, and DU,.) obtained in [6] are also shown.
o=l m=0uv=0 From Figure 4, we can observe that when the link capac-
4.3.2 Application to the best—effort service ity is not large, the worst utility of the best—effort service

We finally consider the case where the adaptive applicatioHecorm'}S almost 0, and Fhe reseryanon—based network is
much preferable. As the link capacity becomes large, how-

is applied to the best—effort service. The adaptive applica- ntroduct fth tion—based network i
tion utilizing the best—effort service should determine itsevfr’ an introduc 'Ontﬁ te'l.:ezt.efrfva lon-— aseh neo ork s
rate by itself according to the feedback information. How-"0t Necessary since the ulility difference reaches v.

ever, we again introduce the simple assumption that eac It we use the rate—adaptive application, the u_til?ty dif- .
connection ideally changes its rate so that the Max—MirJ}(]Jrence becomes smaller than the case of the rigid appli-

fairness can be eventually achieved. We notice that it igation (Figure 5), and it seems that the reservation—based

an ideal assumption, but our concern is not its realizationlrfeli\"’ork 'S_t”‘?t nzcessa:r)ll. Howeve(;, t')ts prtgmlstg |sttr?a: tk}e
but to compare the utilities of best—effort and reservation— < capacity IS adequately prepared by estimating the trat-
based services. fic load of real-time applications. It is impossible in the

By the above assumption, the utility of connections Oncurrent (and probably future) Internet. Moreover, we can

Path 0 is given by3(C/ (o + tmas)) and its utility is de- observe from the figure that the worst utilities are much
termined as smaller than the average utilities. We need more link ca-

pacities to build the high—quality Internet.
LU (C) = We next present the results of the tandem network model
1 & = 0 C analyzed in Section 4.. In the following numerical ex-
o SN D> w0 Quorun ﬁ(iw) T ), amples, we fix the traffic loads of connections (Paihs

mo Mma—uo ma—1ug C

uo=lu1=0  un=0 through N) to be 10 Erlang while the link capacity'
whereQ, ... ., Was given by Eq. (5). (identically set on all links) and the number of links are
. changed.
5. Numerical Examples Figures 6 and 7 show utility differences of long—hop

In comparing the reservation-based and best—effort sefonnections for rigid and rate—adaptive applications, re-
vices, we use atility difference which represents how SPectively. The horizontal axis shows the number of hops
much the utility obtained by the reservation-based servicgf long—hop connections. The four values of the link ca-
is larger than the one by the best—effort service. That isPacityC are used in the figures; 0.5, 1.0, 1.5, and 2 Mbps.
the utility differenceX D,,(C) (X = W for the worst util- ~ From Figure 6, we can observe different behaviors by the
ity and X = L for long—hop connections that we will use link capacity. When the link capacity is not largé' (=

later in this sectiony = r for rigid real-time applications 0.5, 1.0 Mbps), the utility differences are decreasing by the

andy = o for adaptive real-time applications) is given by larger number of hop counts. That is, the advantage of
the reservation—based service becomes small. Itis because
XD, (C)=XU,,(C)— XUy (C).

the blocking probability of the connection requestsis large
Larger values of the utility difference give more preferencedue to the small link capacity. As the link capacity is ade-
to the reservation—based service. QoS functions that wguately provided@ = 1.5 Mbps in the current case), the
will use in the numerical examples are shown in Figure 3preference of the reservation—based service becomes sig-
which model the digitized voice. nificant. However, the link capacity becomes large enough



(C = 2 Mbps), the utility difference again becomes small,
and the best—effort service may be a good choice when we
consider the introduction cost of the reservation—based ser-
vice.

The same tendency can be found in Figure 7 which
shows the case of the rate—adaptive applications. How-
ever, the utility differences are much smaller than the ones
of rigid applications (Figure 6) as one may expect. Thatis,
the figure clearly indicates that the rate—adaptive applica-
tions help improving QoS of real-time applications in the
current Internet which only provides the best—effort ser-
vice. However, we should again claim that the best—effort
service can only improve QoS not guarantee QoS of the
established connections, which is an important factor for
real-time applications.
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Figure 4: Average and worst utilities of rigid applications
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Figure 5: Average and worst utilities of rate—adaptive ap-
plications

6. Concluding Remarks

In this paper, we have introduced user’s worst utility to
guantify user’s perceived QoS to compare the QoS cap
bilities of reservation—based and best—effort services. The
network is then extended to the tandem link model. By

(3]

(5]

3t LD,(1.0Mbps) | p (1.5Mbps)
LD«(0.5Mbps) | p, (2.0Mbps)

Utility
N
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The Number of Links

0 5

Figure 6: Utility differences of rigid applications
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Figure 7: Utility differences of rate—adaptive applications
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