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Abstract: The conventional Internet has only provided
the best–effort service, which does not offer any QoS
(Quality–of–Service) guarantees. However, recent devel-
opments of multimedia applications require QoS guaran-
tees for real–time transfers, which eventually introduced
reservation–based protocols. However, it is pointed out
that reservation–based protocols such as RSVP have sev-
eral drawbacks such as a scalability problem. In this paper,
we introduce user’s utility to quantify QoS, and it is used
to compare the best–effort and reservation–based services
to discuss which service gives a better solution for real–
time applications and data applications. By extending our
previous results, we discuss the worst utility that the user
experiences during the connection in this paper. The tan-
dem network model is also treated to investigate the effect
of multiple link systems on both services.

1. Introduction

Recently, multimedia applications on the Internet are ac-
tively developed. However, the conventional Internet has
only provided the best–effort service, which does not offer
any QoS (Quality–of–Service) guarantees. It means that
multimedia applications sometimes offer very low–quality
presentation to users. Accordingly, a new architecture of
ISPN (Integrated Service Packet Network) [1] was pro-
posed to offer the guaranteed QoS for real–time applica-
tions on the Internet. Every flow is provided with reserved
bandwidth during the connection in ISPN. The mechanism
is implemented by the signaling protocol called RSVP [2]
and the packet scheduling at the router, such as WFQ [3].

However, several drawbacks of reservation–based net-
works are pointed out more recently. Those include a
protocol overhead and limitation on scalability. Another
problem is that the user has a possibility to encounter the
connection blocking as the network becomes congested,
which is unavoidable in the reservation–based protocol.
Thus, it is now recognized that, from another point of view,
more important is to accept connections on demand even if
the provided QoS is not high. In that sense, a rate–adaptive
control mechanism seems to be promising in order to of-

fer not high, but acceptable QoS to allow a flexible use of
the network bandwidth. The rate–adaptive control utilizes
the capability of controlling the packet generation rate at
the source, and can be applied to both networks offering
reservation–based and best–effort services.

In the reservation–based network, a signaling protocol
called bandwidth re–negotiation is necessary to allocate
the bandwidth among the connections with rate–adaptive
control. If the network gets short of the bandwidth, it in-
forms established connections that they have to decrease
their bandwidths, by which more connections can be ac-
cepted at the sacrifice of the decreased QoS level [4].
In [4], the authors consider the MPEG-2 CBR encoding
method, by which the generation rate can be changed so as
to conform to the assigned bandwidth while keeping user’s
perceived QoS to be acceptable.

The similar mechanism has already been implemented
in real–time applications on the Internet. In such appli-
cations, the source monitors the network congestion level
based on the feedback information from the receiver, and
controls the packet generation rate [5]. A fundamental dif-
ference from the reservation–based network is that in the
reservation–based service, the number of connections can
be limited through connection admission control to guar-
antee a minimum QoS level while it cannot in the best–
effort service. That is, the rate–adaptive mechanism in the
best–effort service may improve QoS, but it never guaran-
tees QoS.

Therefore, it becomes important to identify to what ex-
tent each service can provide QoS from user’s point of
view, when real–time applications are introduced. In [6],
we introduced user’s utility to quantify a level of QoS that
each service offers, and to compare the QoS capability of
two services. However, we only considered the average
value of utility in [6], while more important is that the user
experiences the fluctuation of QoS during the connection if
the user utilizes the best–effort service. As will described
later, the fluctuation of QoS during the connection is also
observed in the reservation–based service, but in that case,
the minimum QoS can be guaranteed. We therefore com-



pare two services based on theworst utility experienced
during the connection in this paper by extending our pre-
vious approach.

We also present new results using the tandem–network
model. It is well known that in the circuit–switched net-
work, the long–hop connection encounters the high block-
ing probability. Since the reservation–based service is es-
sentially the circuit–switched network, QoS offered by the
reservation–based service may be much degraded in the
large–scaled network. We will use the tandem–network
model to quantitatively evaluate it.

This paper is structured as follows. In Section 2, we in-
troduce the services and application models. User’s worst
utilities according to our definitions are then derived in
both services in Section 3. The network model is then ex-
tended to the tandem network model in Section 4. In Sec-
tion 5, we compare two services by numerical examples.
We conclude our paper in Section 6.

2. Service and Application Models
In this paper, we consider the following two network ser-
vice models.

(1) Reservation–based service:

In the reservation–based service, the network reserves
physical network resources for the connection before ac-
tual communications. For this purpose, some signaling
protocol such as RSVP should be equipped with the net-
work. By this mechanism, a part of the network resource
is dedicated to the connection, and the QoS guarantees can
be realized. If the network resource is short, the connec-
tion is blocked.

Network resources may be bandwidth and/or router
buffer, and QoS may be represented by throughput, packet
delay time and/or packet loss rate. In this paper, we as-
sume that the network reserves the bandwidth for the con-
nection, and therefore, the QoS parameter is throughput.
It is a simplest and most realistic form of the reservation–
based service.

(2) Best–effort service:

In the best–effort service such as the conventional Internet,
no QoS is guaranteed for the connection. However, block-
ing due to lack of the network resources never occurs in
this case.

For network applications, we consider interactive real–
time applications where resource reservation is necessary
if we want QoS guarantees. We can consider the rate–
adaptive control in which the packet generation rate is con-
trolled against the network congestion level. That is, the
real–time application is divided into the following two ap-
plications;
(1) rigid application having no rate–adaptive capabilities,
(2) rate–adaptive application.

Data applications and one–way real–time applications
are other important applications, but in this paper, we only

consider the interactive real–time application, which is ap-
plied to the reservation–based service and the best–effort
service. For the case where interactive real–time and data
applications co–exist, refer to [6]. To compare the QoS
capability of two services, we introduce a notion ofutil-
ity. If we consider SN ratio or MOS as QoS, the utility
can be quantitatively represented as a function of the band-
width [4]. Figure 1(a) shows the QoS function for the rigid
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Figure 1: QoS functions for applications

applications. If the allocated bandwidth is less thanbr,
then the user perceives that it is very uncomfortable, and
therefore the utility becomes 0. If the bandwidth ofbr is
guaranteed, on the other hand, users are satisfied with com-
fortable communication. The QoS function for the rate–
adaptive application is illustrated in Figure 1(b). If the
application is provided with the guaranteed bandwidth of
bmax, the user can enjoy QoS–rich communication. How-
ever, even if the bandwidth is decreased, acceptable QoS
is offered to the user as long as the minimum bandwidth of
bmin is guaranteed. In what follows, QoS functions shown
in the figure are represented byα(·) (for rigid real–time ap-
plications) andβ(·) (for adaptive real–time applications).

In summary, we will compare the utility based on user’s
perceived QoS by applying
(1) rigid real–time applications, or
(2) rate–adaptive real–time applications
to either of

(i) best-effort service, and
(ii) reservation-based service

in the following sections.

3. Derivation of Worst Utilities

3.1 Network and traffic models

We first consider the worst utility. For this purpose, we
assume the single link having the capacityC, which is
shared by real–time applications. Connection setup re-
quests from real–time applications arrive at the link fol-
lowing a Poisson distribution with rateλ, and connection
holding times are assumed to be exponentially distributed
with mean1/µ. For real–time applications, we consider
rigid real–time applications in Subsection 3.2 and adaptive
real–time applications in Subsection 3.3, respectively.



3.2 Rigid real–time applications

3.2.1 Application to the reservation–based service

In this subsection, we consider the case where the rigid ap-
plication is applied to the reservation–based service.

The rigid application requires a fixed amount of band-
width (br) to be reserved to establish its connection (Fig-
ure 1(a)). The connection setup is refused if the remain-
ing capacity of the link is short. That is, the reservation–
based service can accept the maximum numberm =
�C/br� of connections on the link. It can be modeled as
an M/M/m/m queuing model [6]. Once the connection is
accepted with the bandwidthbr, the quantitative level of
QoS,α(br), is guaranteed during the connection. Thus,
the worst utility is equal to the average utility, which is
given by

Ur,r(C) = (1 − Lr,r)α(br),

whereLr,r is an Erlang blocking probability. We should
note here that we simply exclude the case of blocking in
the above equation. We may have to take account of the
negative effect to the user by reservation blocking. We
need further research to incorporate such an effect to rep-
resent the user’s utility.

3.2.2 Application to the best–effort service

When the rigid real–time applications are applied to
the best–effort service, all connections are accepted.
When the number of real–time connections exceedsm(=
�C/br�), however, the perceived QoS becomes 0. By as-
suming that users of real–time applications do not give up
connections even if the utility falls under the acceptable
level, the behavior of real–time applications is modeled by
an M/M/∞ queuing system.

To derive the worst utility, we suppose that the tagged
connection arrives at time 0 and finds the numberk of ac-
tive connections in the system. The worst utility of the
tagged connection is experienced when the tagged connec-
tion finds the maximum number of connections in the sys-
tem during its connection time, which is denoted asn. If
n < m, then the user of the tagged connection does not
perceive the QoS degradation. Otherwise, the QoS be-
comes 0 in the rigid real–time application. The number
n can be determined by analyzing the transient behavior
of the system. The probability that the tagged connection
finds at most the numbern of connections during its con-
nection time is given by

rn(k) = (I −G/µ)−1 e, (1)

wheree is a column vector with all elements 1. The(n +
1) × (n + 1) matrixG is given by

G =


−λ λ 0
µ −(λ + µ) λ
. . .

. . .
. . .

(n − 1)µ −(λ + (n − 1)µ) λ
0 nµ −(λ + nµ)




,(2)

where(i, j) element ofeGt gives the probability that the
number of connections in the system isi at time 0, and that
the number of active connections does not exceedn un-
til time t, at which the number of active connections be-
comesj.

Finally, we obtain the worst utility as

WUr,b(C) =
m−1∑
k=0

rm−1(k) q(k)α(br),

whereq(k) is a steady–state probability that there exists
the numberk of connections in the M/M/∞ queuing sys-
tem, which is given asq(k) = e−aak/k!, wherea is traffic
load of real–time applications.

3.3 Adaptive applications

3.3.1 Application to the reservation–based service

The adaptive real–time application is tolerant to the as-
signed bandwidth variation as having been shown in Fig-
ure 1(b). That is, the application allows the bandwidth
from bmin to bmax. At the connection setup time, the con-
nection is established if the allocated bandwidth of at least
bmin is reserved for that connection. Note that we as-
sume that the link bandwidth is fairly shared among real–
time applications. For this, the bandwidth re–negotiation
is necessary in some way when the connection newly ar-
rives or terminates [4]. Thus, the assigned bandwidth to
each connection may be changed during the connection
time betweenbmin andbmax, i.e., the perceived QoS may
fluctuate betweenα(bmin) andα(bmax).

The reservation–based service can accept the maximum
of m3 = �C/bmin� connections on the link, which leads
to an M/M/m3/m3 queuing system. The maximum band-
width is assigned to the connection when the number of
active connectionsm3 is less than or equal to�C/bmax�.

To determine the worst utility in this case, we consider
the transient behavior of the M/M/m3/m3 queuing system
in a similar way presented in Subsection 3.2.2. Letrn(k)
be the probability that the tagged connection findsat most
the numbern of connections in the system during its con-
nection time, when the connection findsk connections at
its arrival time. It is given by changing(n+ 1, n+ 1) el-
ement ofG in Eq. (2) to−nµ and applying it to Eq. ( 1).
Then the probability that the tagged connection finds the
maximum numbern of active connections during its con-
nection time is given by

sn(k) = rn(k) − rn−1(k), n > k,

sn(n) = rn(n).

The worst utilityWUa,b in this case is then given as

WUa,r(C) =
m1−1∑
k=0

m1−1∑
j=k

sk(j) p(j)β(bmax)

+
m2−1∑
k=m1

k∑
j=m1−1

sk(j) p(j)β(C/k).



where p(j)’s are steady state probabilities of the
M/M/m3/m3 queueing system;

p(j) = (aj/j!)/(
m3∑
l=0

al/l!).

3.3.2 Application to the best–effort service

It may be a too simple assumption, but we assume that
the bandwidth is fairly shared by adaptive real–time con-
nections by considering that the connections are equipped
with some ideal rate–adaptive mechanism. Note that sev-
eral rate–adaptive mechanisms for real–time applications
have already been proposed in the literature, while in the
actual situation, those mechanisms may not be able to ad-
just its rate fairly.

The worst utilityWUa,b(C) can be obtained by chang-
ing sn(k) in Eq. (3) totn(k) given as

tn(k) = rn(k) − rn−1(k), n > k,

tn(n) = rn(n),

wherern(k) was obtained in Eq. (1).

4. An Extension to Tandem Network Model
4.1 Network and traffic models

In this section we treat the tandem network model withN
links as shown in Figure 2. The designated (foreground)
connections withN hops uses Path 0, and the single–hop
(background) connections arriving at linki uses Pathi.
Connections arrive at Pathi (0 ≤ i ≤ N ) according to a
Poisson distribution with rateλi. The capacity of each link
is C, and the holding times of connections on Pathi are
assumed to be exponentially distributed with mean1/µi,
respectively. We assume that the connection setup times
including propagation delays between nodes are negligi-
ble since those must be large enough compared with the
connection holding times. Note that from a viewpoint of
user’s utility, the connection setup time may be another im-
portant factor, but it is beyond scope of our current paper.

Path 0

Path 1

Link 1

Path N

Link N

Figure 2: extended network model

Since our concern is how the utility is degraded depen-
dent on the number of hop counts, we will derive the utility
of long–hop connections in the below.

4.2 Rigid real–time applications

4.2.1 Application to the reservation–based service

The long–hop connection on Path 0 is only accepted if the
bandwidth ofbr is reserved on all links. Recalling that
the maximum number of acceptable connections ism =

�C/br� on each link, we obtain the steady state probabil-
ity Pu0,···,uN that the number of connections on Pathi is
ui as

Pu0,···,uN = P0,···,0
N∏

i=0

aui

i

ui!
, (3)

whereP0,···,0 is given as

P0,···,0 = 1/
m∑

j=0

[
au0
0

u0!
×

N∏
i=1

(
m−j∑
ui=0

aui

i

ui!
)]. (4)

To derive the utility for the long–hop connection on
Path 0, we first determine its blocking probability,LLr,r.
The connection blocking occurs when the number of con-
nections is equal tom on at least one of links. That is, we
have

LLr,r(C) =
∑

{u0, · · · , uN} such thatu0 + ui = m (1 ≤ i ≤ N)

Pu0,···,uN .

The utility for long–hop connections is then given as

LUr,r(C) = (1 − LLr,r(C))α(br).

4.2.2 Application to the best–effort service

When the rigid real–time application is applied to the
best–effort service, we assume that all connections are ac-
cepted. Thus, each link can be modeled by an independent
M/M/∞ queue. We thus have a steady state probability as

Qu0,···,uN =
N∏

i=0

qi(ui), (5)

whereqi(ui) is given as

qi(ui) = e−aiaui

i /ui!.

If the number of connections on at least one of links is
larger thanm, then available bandwidth of long–hop con-
nections on Path 0 is less thanbr and the utility becomes
0 as having been described in Subsection 3.2.2, Thus, the
utility for long–hop connections is given as

LUr,b(C) =

1
a0

m∑
u0=1

m−u0∑
u1=0

· · ·
m−u0∑
uN=0

u0 Qu0,···,uN α(br).

4.3 Adaptive applications

4.3.1 Application to the reservation–based service

Next, we consider the utility of the adaptive applications
applied to the reservation–based service. Recalling that
the maximum number of allowable connections on each
link is m3 = �C/bmin� (see Subsection 3.3.1), the steady
state probabilityRu0,···,uN that the numberui of connec-
tions is active on Pathi is given by changingm in Eq. (3)
tom3.

The various bandwidth allocations to connections can
be considered for given state{u0, · · · , uN}. In this pa-
per, we assume that the bandwidth re–negotiation proto-
col allocates the bandwidth to achieve the Max–Min fair-
ness [7]. Its implementation in the actual network may not



be easy, but in our current tandem network model, the al-
located bandwidth is easily determined as follows. First,
choose the link having the maximum number of connec-
tions, and let the number denote asumax. Then, the band-
width allocated to the connections on Path 0 is determined
asC/(u0 +umax), i.e., the capacity of that link is equally
divided. Connections through other links fairly share the
remaining bandwidthC−u0C/(u0 +umax). That is, the
bandwidth allocated to other connections on Pathi (1 ≤
i ≤ N) becomes

umax

ui

C

u0 + umax
.

Since the utility of long–hop connections on Path 0 is
β(C/(u1 + umax)) for given u1, the average utility is
given as

LUa,r(C) =

1
a0

m2∑
u0=1

m2−u0∑
u1=0

· · ·
m2−u0∑
uN =0

u0 Ru0,···,uN β(
C

u0 + umax
).

4.3.2 Application to the best–effort service

We finally consider the case where the adaptive application
is applied to the best–effort service. The adaptive applica-
tion utilizing the best–effort service should determine its
rate by itself according to the feedback information. How-
ever, we again introduce the simple assumption that each
connection ideally changes its rate so that the Max-Min
fairness can be eventually achieved. We notice that it is
an ideal assumption, but our concern is not its realization,
but to compare the utilities of best–effort and reservation–
based services.

By the above assumption, the utility of connections on
Path 0 is given byβ(C/(u0 + umax)) and its utility is de-
termined as

LUa,b(C) =

1
a0

∞∑
u0=1

∞∑
u1=0

· · ·
∞∑

uN=0

u0 Qu0,···,uN β(
C

u0 + umax
),

whereQu0,···,uN was given by Eq. (5).

5. Numerical Examples

In comparing the reservation–based and best–effort ser-
vices, we use autility difference which represents how
much the utility obtained by the reservation–based service
is larger than the one by the best–effort service. That is,
the utility differenceXDy(C) (X = W for the worst util-
ity andX = L for long–hop connections that we will use
later in this section;y = r for rigid real–time applications
andy = a for adaptive real–time applications) is given by

XDx(C) = XUy,r(C) −XUy,b(C).

Larger values of the utility difference give more preference
to the reservation–based service. QoS functions that we
will use in the numerical examples are shown in Figure 3,
which model the digitized voice.
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Figure 3: QoS functions

We first compare the worst utilities of reservation–based
and best–effort services using the single link model (Sec-
tion 3.). For numerical examples, we fix the traffic load
(a = λ/µ) to be 20 Erlang while the link capacityC
is changed. Figures 4 and 5 present worst utilities of
rigid and rate adaptive real–time applications and utility
differences. For comparison purpose, the average utili-
ties (Ur,r, Ur,b andDUr) obtained in [6] are also shown.
From Figure 4, we can observe that when the link capac-
ity is not large, the worst utility of the best–effort service
becomes almost 0, and the reservation–based network is
much preferable. As the link capacity becomes large, how-
ever, an introduction of the reservation–based network is
not necessary since the utility difference reaches 0.

If we use the rate–adaptive application, the utility dif-
ference becomes smaller than the case of the rigid appli-
cation (Figure 5), and it seems that the reservation–based
network is not necessary. However, its premise is that the
link capacity is adequately prepared by estimating the traf-
fic load of real–time applications. It is impossible in the
current (and probably future) Internet. Moreover, we can
observe from the figure that the worst utilities are much
smaller than the average utilities. We need more link ca-
pacities to build the high–quality Internet.

We next present the results of the tandem network model
analyzed in Section 4.. In the following numerical ex-
amples, we fix the traffic loads of connections (Paths0
throughN ) to be 10 Erlang while the link capacityC
(identically set on all links) and the number of links are
changed.

Figures 6 and 7 show utility differences of long–hop
connections for rigid and rate–adaptive applications, re-
spectively. The horizontal axis shows the number of hops
of long–hop connections. The four values of the link ca-
pacityC are used in the figures; 0.5, 1.0, 1.5, and 2 Mbps.
From Figure 6, we can observe different behaviors by the
link capacity. When the link capacity is not large (C =
0.5, 1.0 Mbps), the utility differences are decreasing by the
larger number of hop counts. That is, the advantage of
the reservation–based service becomes small. It is because
the blocking probability of the connection requests is large
due to the small link capacity. As the link capacity is ade-
quately provided (C = 1.5 Mbps in the current case), the
preference of the reservation–based service becomes sig-
nificant. However, the link capacity becomes large enough



(C = 2 Mbps), the utility difference again becomes small,
and the best–effort service may be a good choice when we
consider the introduction cost of the reservation–based ser-
vice.

The same tendency can be found in Figure 7 which
shows the case of the rate–adaptive applications. How-
ever, the utility differences are much smaller than the ones
of rigid applications (Figure 6) as one may expect. That is,
the figure clearly indicates that the rate–adaptive applica-
tions help improving QoS of real–time applications in the
current Internet which only provides the best–effort ser-
vice. However, we should again claim that the best–effort
service can only improve QoS not guarantee QoS of the
established connections, which is an important factor for
real–time applications.

0

0.5

1

1.5

2

2.5

3

3.5

4

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

U
til

ity

Link Capacity (Mbps)

Ur,r(C) Ur,b(C) WUr,b(C)

WDr(C)

Dr(C)

Figure 4: Average and worst utilities of rigid applications

0

0.5

1

1.5

2

2.5

3

3.5

4

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

U
til

ity

Link Capacity (Mbps)

Ua,r(C) Ua,b(C)

Da(C)

WUa,r(C)WUa,b(C)

WDa(C)

Figure 5: Average and worst utilities of rate–adaptive ap-
plications

6. Concluding Remarks
In this paper, we have introduced user’s worst utility to
quantify user’s perceived QoS to compare the QoS capa-
bilities of reservation–based and best–effort services. The
network is then extended to the tandem link model. By
comparing two services, we have discussed which service
gives a better solution for real–time applications. Our ob-
servation is that the reservation–based service is necessary
unless the adequate network dimensioning framework is
provided in the best–effort service. At least now, we do
not have a solution, and it requires future research works.
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