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Abstract—Another version of TCP called TCP \kgas has been proposed  ity, the TCP connection may traverse several bottleneck links
and studied in the literature. It can achiedve better gerformagccﬁ than ”}e along its path. In this paper, we relax the limitation of the anal-
current TCP Reno. In our previous studies, steady-state behavior of a [ ’ : _
window-based flow control mechanism based on TCP Vegas has been anySISIn [4]’ [5]' [6]' and analyze the W'”do"‘! b.ased flow control
alyzed for a simple network topology. In this paper, we extend our anal- mechanism based on TCP Vegas for realistic network models.

ysis to a generic network topology where multiple bottleneck links exist.
and the number of PACKEtS Wallng i & Fouters buffer i steady state we - 1ic window-based flow control mechanism of TCP is a dis-
glso derive throughpput of each TCg:]P connection in steady statg,and inves- t”bUt‘?d Contr.OI In a sense that each TCfP qonnectlgn regu-
tigate the effect of control parameters of TCP Vegas on faimess among lates its sending packets without exchanging information with
TCP connections. We then present several numerical examples, showingother TCP connections. Thus, it is not an easy task to real-
how control parameters of TCP Vegas should be configured for achieving jze g fair bandwidth allocation among multiple TCP connec-
both stability and better transient performance. tions. In the first part of this paper, we focus on a fairness
issue of the window-based flow control mechanism in a het-
|. INTRODUCTION erogeneous network. With the window-based congestion con-
. trol mechanism based on TCP Vegas, operation of the network
Another version of TCP calledCP Vegas has been pro- can pe stabilized if control parameters are chosen appropri-
posed by Brakmet al., which can achieve better performanceyely. we first derive equilibrium values of the window sizes
than TCP Reno [1], [2]. TCP Vegas has following advarsf source hosts and the number of packets in a router’s buffer.
tages over TCP Reno: (1) a new retransmission mechanisb then derive the throughput values of TCP connections in
(2) an improved congestion avoidance mechanism that cQffeady state, and discuss how to configure control parameters
trols buffer occupancy, and (3) a modified slow-start mecif the window-based flow control mechanism for achieving
anism. With these features, it has been reported in [2] th&itter fairness among TCP connections in a heterogeneous net-
total throughput of TCP Vegas becomes 37-71 % better thg@rk. Note that in [7], another approach has been taken to de-
TCP Reno, and that the number of retransmitted packets, the throughput of a TCP connection. In [7], the throughput
TCP Vegas can be reduced to about 1/5-1/2 of TCP Reno.djithe TCP connection is obtained by solving an optimization
[3], it has been reported that TCP Vegas keeps less data in faghlem since the congestion avoidance mechanism of TCP
network than TCP Reno, resulting in shorter end-to-end dgagas can be viewed as a control that maximizes an objective
lays. The performance improvement is mainly achieved by thgzction. Although the throughput obtained in this paper is
congestion avoidance mechanism of TCP Vegas, which usgsntical to that of [7], our analysis has the following advan-
a measured round-trip time of the packet — i.e., duration bgges: (1) an iterative computation is not necessary to obtain
tween emission of a packet and receipt of its correspondln{g throughput, and (2) the throughput of a TCP connection

ACK (acknowledgment) packet. More specifically, TCP VeCﬁn be derived algebraically for rather simple network models.
gas measures a round-trip time of a packet, and estimates the

number of queued packets in the router’s buffer. TCP VegasMore importantly, the window-based flow control mecha-
then controls its window size to make it constant. There is mism of TCP is essentially a closed-loop control, where each
need for the source host to wait for packet losses to detect 3E€P connection changes its window size according to implicit
currence of congestion in the network. The window size ééedback information obtained from the network. Hence, an
TCP Vegas becomes fixed when the network is in steady stateppropriate choice of control parameters may lead to unsta-
and therefore it can achieve much better throughput than TGIR operation of the network. In general, there exists a trade-off
Reno. between stability and transient performance. Namely, a setting

In [4], [5], [6], we have analyzed the dynamics of a windowef control parameters aimed for the best transient performance
based flow control mechanism based on the congestion avaiéver achieves the best stability, and vice versa. In the second
ance mechanism of TCP Vegas using simple network topolgart of this paper, we analytically show such a trade-off be-
gies. In those papers, we have quantitatively evaluated the tefeen stability and transient performance. More specifically,
fect of several parameters (e.g., the number of TCP conneceontrol theoretic approach is utilized to quantitatively show
tions, control parameters of the window-based flow contrtie effect of a choice of control parameters on stability and
mechanism, and the propagation delay of a TCP connectiargnsient performance. Several numerical examples are also
on the network performance. However, the network model hpeesented to clearly understand how and why an inappropriate
been limited to a fairly simple one; an existence of only a sisetting of control parameters causes severe performance degra-
gle bottleneck link has been assumed in our analyses. In reddtion of the network.



[l. STEADY STATE ANALYSIS by a solid line corresponds to the network. As can be seen from
; : ; _this figure, the window-based flow control mechanism can be
A &}ggl\%gg Avoidance Mechanism of TCP Vegas and Ana viewed as a SISO (Single-Input and Single-Output) nonlinear
feedback-based control. The input is the observed RTT indi-
In this paper, all source hosts are assumed to change thgiting severity of the congestion, and the output is the window
window sizes according to the congestion avoidance meckire (i.e., the number of packets sent during its RTT).
nism of TCP Vegas. We also assume that the buffer size ofin this paper, we analyze the window-based flow control
each router is sufficiently large so that no packet is lost in tieechanism based on TCP Vegas for an arbitrary network
network. ) . ] topology. For simplicity, we further make several assump-
The congestion avoidance mechanism of TCP Vegaens: (1) all TCP connections traverse the same route if both
changes the window size. of a TCP connectiom once per the ingress and the egress node of those TCP connections are

its RTT. . the same, and (2) the routing table is fixed so that a TCP con-
we+1 ifde. <ae nection’s path is predetermined.
We — < we—1 ifd.> B (1) Each router is assumed to have separate output buffers for
We otherwise outgoing links, and an output buffer is modeled by a FIFO

o . o (First-In First-Out) queue that processes incoming packets in
whered,. indicates severity of congestion in the network, anthe order of its arrival. We also assume symmetry of the net-

is computed at the source host as work; that is, the backward path (i.e., from a destination host
to a source host) is always identical to the forward path (i.e.,
We — We from a source host to a destination host). Table | defines sev-
de = Te  Te Te @) eral symbols used hereafter.
TABLE |
Here, 7. andr. are the round-trip propagation delay and the DEFINITION OF SYMBOLS
observed RTT of the TCP connection, respectively. For in-
stanced. is zero if the expected throughput(/7.) is same as N :  set of source/destination hosts and routers
the actual throughputu(./r.). Otherwised. takes a positive L : setoflinks
value being proportional to the difference between the actyal  #! ; g?gggggtgr']'ggay of link
and the expected throughput values. Two threshold vatues, qﬁ © the number of packets in router's output buffe
and 3., are another control parameters of TCP Vegas, deter- destined to link
C . setof TCP connections

mining the number of in-flight packets in the network. c;cc . setof TCP connections traversing the same route

In our an.alysis, th.e congestion ayoid_ance mechanism ofﬁ(é) C L °  setoflinks that TOP connectiantraverses
TCP Vegas is used with a slight modification. Namely, Eq. (1) c(l) cc : setof TCP connections traversing libk
is changed to L(c, 1) . set of links that TCP connectiantraverses after

link ¢

we = we+ 8e(ve — do)]” (3) o
A destination host sends ACK packet back to the corre-

where[z]t = max(z, 0). 7. is a control parameter that detersponding source host immediately after its receipt of a data
mines the number of in-flight packets in the network. The cofacket. Provided that the backward path is never congested,
gestion avoidance mechanism of TCP Vegas does not chaffiferound-trip propagation delay is denoted by
its window size wherl,. lies in [a., G.]. It has been reported
in [8] that fairness among TCP connections is degraded be- T.=2 Z 7
cause of this mechanism. In this paper, two threshold values, )
a. andg., are unified into the singlg. to prevent unfairness

among TCP connections. In what follows, it is assumed t . ; :
all TCP connections always send the numbegrof packets r\%eren is the propagation delay of a lifk Let A, (I € £) be

; ; the irreducible positive integer that is a ratio of the propagation
during their RTTs. delay of the link:

leL(c)

v 7l
l =
A

wherer is a constant. In what follows, the network including
TCP connections is modeled by a discrete-time system where
a time slot is given by-.

TCP VVegas Te Network

Fig. 1. Block diagram of the window-based flow control mechanism based &h Derivation of State Transition Equations

TCP Vegas _ In the analytic model described above, the network state is
A block diagram of the window-based flow control mechaaniquely defined by, (i.e., the window size of a TCP con-
nism based on TCP Vegas is shown in Fig. 1. Note that bountkctionc) andg; (the number of packets in the router’s buffer
ary conditions regarding. in Eq. (3) are not displayed. In destined to a link). We derive a set of state transition equa-
this figure, “2~!” represents a delay operator of an RTT, antions, representing evolutions of, andg; between two adja-
—1 represents an inversion operator. The left part surroundeeht slots. Let us denote.(k) andg;(k) as values ofv. and
by a dotted line corresponds to the window-based flow contrglin slot k, respectively. We also use this notation for all other
mechanism based on TCP Vegas, and the right part surroundadables. Provided that the RTT can be approximated by the
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propagation delay (i.er, ~ 7.), the window sizaw, is given
by

Te +
el = 7%) + 6 — de())|
ifk=0 (mod )
otherwise

we(k —1)

whered.(k) andr.(k) are defined as

c k—1I= c k—1I=
= (M- ) @
ql(k - %Tf - Zm,EC(c,l) Am’)

(6)
i

Also the number of packets in the router’s buftgtk) is
given by
+

alk =1+ > Acitk—1) = | 7
ceC(l)

a(k)

6
, - . 11
’YC TC + 9: wc ( )
Letting p; (= w/r}) be the throughput of TCP connection
in steady state, Eq. (11) gives
Ye

pe0: (12)
This indicates that the throughput of a TCP connection is de-
termined by the control parameter and the packet waiting
time at all routerg)’. Note that this equation is regarded as a
Little’s law; p? is a packet arrival rate from TCP connectign
0% is a packet waiting time in the network, afglis the number
of packets waiting in the network.

Moreover, the following relation is obtained from Egs. (11)
and (12).

’LU? pz Te + Ve

This equation clearly shows that the window size of the TCP
connection converges to the value given by

(7Xbandwidth)x (propagation delay)- (control parametet,) (13)

As will be shown below, the control parameter directly

where A, (k) is a packet arrival rate coming from the TCRaffects fairness among TCP connections. Let us consider two

connectiore at slotk. Namely,

we (k)
re (k)

prAcpieny(B=Bp(e1))
Zdec(z) Adp(a,n) (k—=Apa,1))

Acpeny (k= Ape,ny)

if I =1,
if I # 1. andg; (k)
if I # 1. andg; (k)

>0
=0

Here,b(c, 1) is the previous link to the link for TCP connec-
tion ¢, andl.. (€ L) is the link to which the source host of TC

connectiore is connected.

C. Consideration on Throughput and Fairness

TCP connections¢ and ¢/, which traverse the same route.
These two connections has the identical packet waiting time

(i.e., 0% = 6). Hence, using Eq.(12) gives the throughput
ratio of these TCP connections as

e _ e

Per Ye!

pwhich suggests that the throughput ratio of two TCP connec-

tions traversing the same path is solely dependent on control
parameters, and~,..

On the contrary, if two TCP connectiomsand ¢’ traverse
different routes, the throughput ratio is given by

With the window-based flow control mechanism based on
TCP Vegas, if control parameters are configured appropriately,
the network is stabilized; i.e., window sizes of TCP connec-
tions and the numbers of packets in routers buffer converge to
fixed values. In this subsection, by assuming a stable opera-
tion of the network, equilibrium values of the window size oft indicates that the throughput of the TCP connectiarla-

a TCP connection (denoted lny') and the number of packetstively increases a8’ decreases. From Eq. (10) and the defi-
in the router’s buffer (denoted hy) are derived, followed by nition of 8%, it can be seen that the throughput of a TCP con-
discussions on the throughput of a TCP connection and fairection is relatively large, when the TCP connection traverses
ness among TCP connections. We will derive conditions féime small number of bottleneck links or when it traverses a bot-
stable operation in Section II-D. tleneck link with large capacity. It means that it is difficult to

From Egs. (4)—(6), following equations are satisfied iachieve fairness among TCP connections in the heterogenous
steady state. network. Hence, careful configuration ¢f is necessary for

achieving better fairness.

Ye 0%

Ye! 9?

Pe
Per

Yo = d; (8) In steady state, the sum of throughputs of all TCP connec-
wt w* tions traversing the linkis equal to its link capacity; i.e.,
* C C
dc = (T_ - 7“_*> Te (9)
c o *
( q Z Pe = H (14)
re = T+ Z M_l (10) cec(l)
l

leL(c)
Solving equations given by Egs. (11) and (14) for all TCP con-
Letd: (= r; —7.) be the sum of waiting times at all routers fomections and bottleneck links yields equilibrium valuesujf
a packet belonging to TCP connection Equations (8)—(10) andg;. If a network topology is simple, it can be solved alge-
yield braically. Otherwise, a numerical computation is necessary.



D. Sability and Transient Behavior A; = 0 for all other links. So the propagation delay of each
All TCP connections belonging t6; are assumed to have ] CP connection is proportional to the number of bottleneck

the same initial window size and to behave identically. Lé'pks that it traverses.
x(k) be the difference between the network state at/sknd

its equilibrium value: B. Fairness
_ ) Figure 3 shows the throughput of TCP connections. In this
we, (k) —  w} figure, the capacity of the link is fixed toy; = 20 [packet/ms]
while the capacity of the link; is changed. For other param-
: eters, the following values are used:;| = 10 (1 < i < 3),
X(]{}) = Weyny (k) - w:\!\/’\ (15) T=1 [ms]1'yc7‘, =3 [ms] (1 <i< 3)

- an (k) — 4 N —

ay (k) — a,

Throughput (packetms)
ORNWAMNONONNOO

TTIT T T T T T

where| | andc; are defined as the number of different s&ts

and a TCP connection belongingdg respectively. —= = = —
The discrete-time system defined by Eqgs. (4) and (7) has £, (Packet/ms)

non-linearity. So we linearize it around equilibrium values. Let . .

Apca be the LCM (Lowest Common Multiple) of./7’s of Fig. 3. Throughput values of TCP connections '

all TCP connections. Assuming that all TCP connections startAs can be seen from Fig. 3, when two bottleneck links have

their packet transmission at slét all TCP connections are the same capacity (i.eu,, = 20), we have a relation

synchronized evenA oy slots. Hence, the state transition

betweenx(k) andx(k + Arcas) is written as Py = Py = 205, a7)

o]
NE
o]

x(k+ Arcu) = Ax(k) (16) Namely, the throughput of the TCP connection is inversely
. N . ) : proportional to the number of bottleneck links it traverses. On
where A is a state transition matrix. This model is thehe contrary, when, is sufficiently large, TCP connections
(IN] + |£]) -th order system with no input. So the stabilityc; andc, receive the same throughput.
of the network is determined by eigenvalues of the state tran-
sition matrixA [9]. More specifically, the network is stable ifC. Sability and Transient Behavior
all eigenvalues lie in the unit circle in the complex plane (i.e., ) . . »

smaller absolute values of eigenvalues, the better the transf@g€nvalues to be in the unit circle) of in Fig. 4. In this fig-
performance becomes [9]. ure, two linksi; andl, are given the same capacity (denoted

by 1) but u; is changed from 0.2 to 2,000 [packet/ms]. The
1. NUMERICAL EXAMPLES network is stabilized when the poigé,, , d.,) resides in the

. . . ion surrounded by the boundary line. TCP connectigns
In this section, several numerical examples are presente

investigate how control parameters affect fairness among T&E i to those in obtaining Fig. 3.
connections, stability and transient behavior of the network. Figure 4 shows that the stability region becontes<
dey > 0c, < 2 as the link capacity,; converges to zero. Namely,
A. Network Model V\;ﬁer; the link capacity is very small, the control paraméter
of a TCP connection can be chosen regardless of the number of

C1
o - b e bottleneck links that it traverses. On the other hand, as the link
(@) I 12 capacityu; becomes large, the upper-bounds gfandj., for
N 3 — stability converge to 3.5 and 1.0, respectively. It indicates that
. > - . a larger valu&, can be assigned to TCP connection traversing
more bottleneck links without deteriorating network stability.
O (@) @) @)
Cz2 Cs

c3 are given the same value 6f. Other parameters are

Note that the propagation delay of a TCP connection as well
as the number of bottleneck links is also a key factor in deter-
. . . mining the maximum value df. [6]. We note that the stability
Fig. 2. Network model used in numerical examples region of Fig. 4 almost matches that obtained from simulation
As shown in Fig. 2, a rather simple network model is used Bxperiments, which are not included here due to space limita-
the following numerical examples. The model consists of thréen.

routersn; (1 < n < 3) connected in serial. TCP connections - e

are classified into three groups calléd(1 < ¢ < 3) according 6 - ’fllz?:.;g o
to their routes. We call a TCP connection belonging’foas S (5238 T
¢i (1 < 4 < 3) for brevity. Links between routers (i.€l; < oL ]
andl,) are assumed to be bottleneck links in this model. In | / i
other words, link capacities of all other links are assumed to | ——— / |
be larger than those éf andi,. Hence, TCP connection ol - S - - o)

traverses two bottleneck links, whereas TCP connectigns S

andcs do a single bottleneck link. We s =A;, = 1but
= 9 &L, L2 Fig. 4. Stability region in thé., —5. plane (Model I)



The effect of changing the control paramedgon the dy- 0.1 to 1.0. One can find from this figure that never gets
namics of the network behavior can be understood by investialpse to the origin. Itis also true for other eigenvalues. Hence,
movement of eigenvalues of the state transition marifig- the transient performance cannot be improved regardless of the
ure 5 shows the trajectories of the eigenvaligél < i < 5) value of the control parametéy.
in the complex plane for; = 0.2 [packet/ms]. In this figure,
0c (= 6c,,1 < i < 3)is changed from O to 2.1 while other
parameters are unchanged from Fig. 4. One can find that three
eigenvaluesj;, A\ and\3, go outside of the unit circle as the
control parameted. becomes large. On the contrary, other :
eigenvalues), and )5, almost stay fixed. Namely, stability of
the network is determined only by those three eigenvalues.

: Fig. 7. Trajectories of eigenvalues in the complex plang (=
0.5
6c:?_1 6(::1_\1\“ 6c=({§: BC:E}:: 2000 [paCket/mS])

oS ©° secof Az V. CONCLUSION AND FUTURE WORK

In this paper, we have analyzed the window-based flow con-
trol mechanism based on TCP Vegas for realistic network mod-
els. We have found that the window-based flow control mech-
Fig. 5. Trajectories of eigenvalues in the complex plape (= anism based on TCP Vegas has a bias on the number of bot-

0.2 [packet/ms]) tleneck links and the bottleneck link capacity. We have quan-

Physical meaning of the eigenvalug can be interpreted titatively show that the control parameterhas an important
through its corresponding eigenvector. Let us explain this withle to control stability and transient performance of the net-
an example. When the link capacity becomes zero (i,e» Work. For the network model shown in Fig. 2, we have con-

ORO+X

Re
.5,1.0

I
arane
OND+X

0), eigenvalues\; converge to firmed validity of our analysis by comparing with several sim-
ulation results, which cannot be included in this paper due to
A1 A2 A3 A As] space limitation. However, more extensive simulation studies
2 2 are necessary to validate our analysis for more complex net-

= [1=0¢ (1=06)" (1=06g)° 1 1] work topologies. One problem of the window-based flow con-

L . . trol mechanism based on TCP Vegas is its undesirable transient
This indicates that the stability condition(s< \; < 2 (1 < performance with a large bandwidth—delay product. As a fu-
i < 3). With a little calculation, one can confirm that eigenture work, designing a compensator for the window-based flow
vectors for); (1 < i < 3) have zeros, which corresponds taontrol mechanism to improve its transient performance would
we, (i # j). Namely, this means that the control paraméter be interesting.

of a TCP connection has no effect on stability of window sizes
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