IPover WDMOOOOOOODODDOOOOOOODODOOOO
IPOO0O0OO0O0OO0O0OO0O0OO0
D000+ 00003f O0000§
t0000000 O0O0DO0ooOo opooooo 100ooooooooooo
0 560-85310 000000000 1-7 0 560-0043100000000OO 1-7
Phone: 06—-6850—6616, Fax: 06-6850—6589 Phone: 06—6850—6588, Fax: 06—6850—6589
E-mail: j-katou@ics.es.osaka-u.ac.jp E-mail: arakawa@ics.es.osaka-u.ac.jp
cO0000 0D000DoDOoDoDOooooon
0 560-0043J 000000000 1-30
Phone: 06-6850-6616, Fax: 06—6850—6589
E-mail: murata@cmc.osaka-u.ac.jp
0dod0 OoooooooobooooooooooooowbDMOOOOOOO IPoverwDMOOOOOODOOO
doooooooooooIiPoverwDMOOODODOOOOOOODODOOOODDODOOOOOOODDODOOOODOODODOOO
dooobooooooooooooooooboooo PO0O0DOOOO0O0OOOODODOOOO0DODDODOOOOODODOOO
gobooooboobobooooobooooboooob oo uoobooon
doodobwPOODOOOOOOOODODOOO0OO0OOOOOOODOOO0O0OO0OODODOOoOoOoOOOOoOooDoOooODODOOon
OJiiPO0OOOO0OODOOOOODOODODOO0O0OODOO0O0O0OODOOOO0O0OODODODO0OoOoOoOoODoODOOoOooooOoDoOOoa
gobodooobooooobooobboooooob oo oo oo b uooOoobuoon
goobooooboooboooobbooobbobooo b oo b bbb b oobobuooon
goboooooooboooooboooooood
agoood IP over WDM, gooooog, gooooag, goooo

A Design Method of L ogical Topology and
its Influence on IP Routingin | P over WDM Networ k

Junichi Katog  Shin’ichi Arakawd Masayuki Muratg

tDepartment of Informatics and Mathematical Science

Graduate School of Engineering Science, Osaka Universi _%G{Aagcuh"’i‘tk%r?ghgr?lgotrlgcgRggcésgigks%gg\&?tgé an
1-3 Machikaneyama, Toyonaka, Osaka 560-8531, Japa Phone: +81—g—685,0—6)é88 Fax: +81—6—6850—6589p
Phone: +81-6—6850-6616, Fax: +81-6—-6850-6589 . ' :

E-mail: j-katou@ics. es.osaka-u.ac.jp E-mail: arakawa@ics.es.osaka-u.ac.jp

§Cybermedia Center, Osaka University
1-30, Machikaneyama, Toyonaka, Osaka 560-0043, Japan
Phone: +81-6-6850-6616, Fax: +81-6—6850-6589
E-mail: murata@cmc.osaka-u.ac.jp

Abstract  An IP (Internet Protocol) over WDM network is expected to be an infrastructure for the next—generation Internet
by directly carrying IP packets on the WDM-based network. Among several architectures for IP over WDM networks, one
promising way is to overlay a logical topology consisting of lightpaths over the physical WDM network, so that IP packets
are carried using the lightpaths. The conventional design methods of the logical topology have been focusing on maximizing
throughput of the traffic. However, when the WDM network is applied to IP, the end-to-end path provided by the logical topology

of the WDM network is not suitable to IP since IP has its own metrics for route selection. We propose a new heuristic algorithm to
design a logical topology by considering the delay between nodes as an objective metric. We use a non-bifurcated flow deviation
method to obtain a set of routes that IP packets are expected to traverse. Our proposal is then compared with conventional
methods in terms of the average packet delays and throughput. It is shown that our method becomes effective when the number
of wavelengths is a limited resource.

Keywords  IP over WDM, logical topology,  flow deviation, route stability



1 Introduction tocol. That is, we place lightpaths such that the IP packet

An IP (Internet Protocol) over WDM network where IP pack- €Xperiences smaller delays on its end-to-end path as much as
ets are directly carried over the WDM network is expected POssible. For this purpose, we try to reduce the number of
to offer an infrastructure for the next generation Internet. A €lectronic nodes in addition to small propagation delays be-
currently available product for IP over WDM networks only fween two end nodes. . _ . .
provides the large bandwidth on point-to-point links. That A routing stability of IP is another important issue in de-
is, each wavelength on the fiber is treated as a physical linksigning IP over WDM networks. Most of conventional re-
between the conventional IP routers. In this way, the link ca- Séarches assume the amount of traffic between nodes are given
pacity is certainly increased by the number of wavelengths and fixed. In building IP networks, however, the issue on rout-
multiplexed on the fiber, but it is insufficient to resolve the ing stability should also be considered. In our numerical dis-
network bottleneck against an explosion of traffic demands cussions, we compare the delays of first and second shortest
since it only results in that the bottleneck is shifted to an elec- €nd-to-end paths, and if packet delays experienced by those
tronic router. two paths are much different, we conclude that the logical

One promising way to alleviate the bottleneck is to con- topology is “robust” against the traffic fluctuation. Actually,
figure the wavelength paths over the WDM physical network We Will show through numerical examples that our proposed
and to carry IP packets utilizing the wavelength paths. Here, Method is robust against the routing stability.
the physical network means an actual network consisting of ~ The paper is organized as follows. In Section 2, we de-
the optical nodes and optical—fiber links connecting nodes.scribe our architecture model of optical node. In Section 3, we
Each node has optical switches directly connecting an inputPropose the logical topology design method considering the
wavelength to an output wavelength, by which no electronic routing stability. A flow deviation method, one of methods for
processing is necessary at the node. Then, the wavelengtfow assignment on the logical topology, is introduced in Sec-
path can be set up directly between two nodes via one or mordion 4. In Section 5, we compare and evaluate our proposed
optical switches. Hereafter, we will call the wavelength path a@lgorithm with the conventional algorithm. Finally, Section 6
directly connecting two nodes agightpath. concludes our paper.

By utilizing the logical topology consisting of lightpaths, 2  Architectural Model of Nodes
the physical structure of the WDM networks is embedded,
and the logical topology is viewed as a underlying network by
IP. If the lightpaths are placed between every two end nodes,
then no electronic processing is necessary within the network.
However, too many wavelengths are necessary to establish
such a network [1]. By limiting the number of lightpaths, on
the other hand, we need less wavelengths though a routing ca-
pability should be provided at nodes (see the next section for
more detail). In this approach, lightpaths are first established
by using the available wavelengths as much as possible. If the
direct lightpath cannot be set up between two nodes, two or
more lightpaths are used for packets to reach the destination.

Many researchers have discussed the design methods of
the logical topology. See, e.g., [2] and references therein.
For example, the authors in [3] formulate a design method
of the logical topology as an optimization problem, and show
that the problem is NP-hard. In [4], the authors combine the
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logical topology design problem and routing problem so as
to maximize the network throughput. Since the combined
problem is computationally hard to solve, it is split it into
two subproblems, and solve those two subproblems indepen-

(a) Node Architecture

: LA
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processing delay

Routing

dently. The routing problem is formulated as a linear pro-
gramming problem by imposing the delay constraint for each
node pair. Several heuristics are also proposed to relax the
computational burden.

We should note here that MPLS (Multi-Protocol Label
Switching) is now being developed by IETF [5, 6, 7], and is
being applied to IP over WDM networks [8], called as MPL
(amda) S or\-MPLS. Among several options of MPLS, the
route that the packet traverse may be determined explicitly
(explicit routing). In such a network, the lightpath should be
prepared among every end node pairs within the MPLS do-
main, which requires too many wavelengths as described in
the above. To alleviate the problem, we split the lightpath
within the network. In this approach, it may take two or more .,
lightpaths within the IP over WDM network for the packets to
be forwarded. Then, the IP routing capability becomes nec-
essary within the network. See Section 2 for more detail.

In our network, a packet route is determined by the rout-

To Node3
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queuing and
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(b) Model of Electronic Router

Figure 1: Node Architecture Model

Figure 1 shows our architecture model of an optical node.
ery optical node is equipped with an optical switch and an
electronic router. The optical switch consists of three main
blocks; input section, by non-blocking switch, and output
section. At input section, optical signals are demultiplexed

[ i h . Each | h
ing protocol provided by the IP layer, and the WDM network into 1 fixed wavelengthsa, ..., Aw ach wavelengt

- - ; ™ is switched into an appropriate output port at non—blocking
only provides (logical) paths between nodes. Then, in design-gitch without wavelength changes. Finally, wavelengths on
ing the logical topology, routes of the lightpaths should be

. =24 h the fiber are again multiplexed, and go to the next node. Note
determined by considering the nature of the IP routing pro- ih4t 4 Iightpatgh is placgd by configguring the non—blocking



switch along the path, so that packets on a particular wave-does not consider the hop—count of the lightpath, and only
length from the input port to the output port is forwarded uses the propagation delay in determining the shortest route
without any electronic processing. of the lightpath. On the other hand, SHLDA first uses the
As having been described in the previous section, all endhop—count as a metric in calculating the order of configuring
node pairs are not always provided a one-hop lightpath in ourthe lightpath. The propagation delay and the hop—count are
target system, by which the use of wavelengths can be rethen taken into account in determining the route of the light-

duced. If the lightpath is terminated at the node within the path. In determining the route of the lightpath from nade

network, then IP packets on that lightpath is converted to elec-J,

we use a metri@?;;, which is determined by the following

tronic signals and forwarded to the electronic router. The equation,

electronic router processes packet forwarding, just same as

the conventional routers. When the packet should be furtheryhere D,
forwarded to other nodes, it is put on the adequate lightpath. nodei to

Rij = Dij x hyj, (2

;; is the total propagation delay of the route from
j. SHLDA selects the route of whicR;; is the

~ Inour study, an electronic router is modeled as shown in smallest as the shortest route between nodeipait enables
figure 1(b). IP packets, which come from an optical switch ys to establish the lightpath cutting through the large number

or local access, are first buffered, and then these packets argf electronic routers. The detailed description of the SHLDA
processed on a FIFO (First In First Out) basis. In the casea|gorithm is as follows.

where the packets are forwarded onto the network, those are Step 1: Calculate the metrig;; for each node paitj from

gueued on the appropriate output port buffer. In this paper,
we assume that multiple lightpaths between an adjacent node
pair share the same buffer.

We last note that the other structures of optical nodes can
also be considered, but the above—mentioned node architec-
ture is preferable since there is no need to modify the IP rout-
ing mechanism.

3 Logical Topology Design Algorithm

In [9], the authors propose a heuristic algorithm called MLDA
(Minimum delay Logical topology Design Algorithm) to es-
tablish a logical topology. MLDA works as follows. First, it
places the lightpath between two nodes if there exists a fiber
directly connecting those nodes. Then, attempts are made
to place lightpaths between nodes in the order of descend-
ing traffic demand. Finally, if there still exist non-utilized
wavelengths, lightpaths are placed randomly utilizing those
wavelengths as much as possible. We again note that a lot of
conventional methods including MLDA are focusing mainly

on maximizing throughput of traffic and those are not ade- ;¢

guate to design a logical topology suitable to carry IP traffic.

the traffic matrix@Q = ¢;;. In initially determin-
ing F;;, h;; is simply set as the hop—count of the
shortest pf11ysical path.

Place the lightpath between two nodes if there ex-
ists a fiber.

Select the node péiy’, wherei’ andj’ are indices
giving max;; Fy;. If Fy; = 0, go to Step 5. Oth-
erwise, go to Step 4.

Findhe shortest route between the node paif;’,
and check the availability of wavelengths in order
to configure the lightpath. If so, use the wavelength
with lowest index to establish the lightpath. Then
setF;;» = 0 and go back to Step 3. If there is no
available wavelength, sé;; = 0 and go back to
Step 3.

If there still exist non-utilized wavelengths, light-
paths are configured randomly as much as possible
utilizing those wavelengths as in MLDA.

By the above algorithm, we obtain the logical topology,
it is insufficient in building IP over WDM networks.

Step 2:
Step 3:

Step 4:

Step 5:

We therefore introduce a new logical topology design al- 4 Applying Flow Deviation M ethod

gorithm called SHLDA (Shortest-Hop Logical topology De-

In this section, we first introduce the flow deviation method

sign Algorithm) to resolve the above-mentioned problems. [10] in Subsection 4.1. Then, it is applied to our case in Sub-
As described before, we assume that a routing function issection 4.2.

performed only at the IP layer. Then, the logical topology

should be designed by incorporating the nature of route se-*

1 Description of Flow Deviation M ethod

lection adopted in the IP routing protocol. It is natural that In this subsection, we summarize the flow deviation method
a shorter path would be selected by the IP routing protocol [10]. It works as follows. It incrementally changes the flow

for forwarding packets. We note here that &hort path,

assignment along the feasible and descent direction. Given

we mean that the number of lightpaths between an end nodein objective functioril’, the flow deviation method sets;

pair is small. Actually, queueing and propagation delays alsoas the partial derivative with respect ig;, where);; is the
affect route selection, and these are taken into account in Secflow rate of lightpath(s) between nodeand;. Then, the new
tion 4. Therefore, hop counts of lightpapths (i.e., the number flow assignment is solved by using the shortest path algorithm
of lightpaths that the packet traverses) should be reduced a# terms ofil;;'s. By incrementally changing from the old
much as possible, which is our primary objective in the pro- flow assignment to the new one, the optimal flow assignment
posed algorithm. Once the lightpath is allowed to be split is explored. The detailed description of the flow deviation
between some two end node pair, a series of lightpaths is necmethod is as follows.

essary to reach the destination, and the processing delay at the Step 1: Prepare a starting feasible flow assignnfiént.et

electronic router must be considered. In our method, it will be
incorporated in the final determination of the lightpaths setup,
which will be described in the next section.

MLDA uses traffic demand between node pairs to set up
the next lightpath in the algorithm. On the contrary, we use
the performance metri¢;; for node pairij, which is deter-
mined by the following equation,

1)

Fij = vij x hyj,
wherev;; is the traffic demand from nodeto j, andh;; is
the hop—count of the minimum hop route between node pair
17 on the physical topology. Here, the hop—count of the light-
path refers to the number of physical links that the lightpath
traverses. Note thdf;; is equal toy;; in MLDA, i.e., MLDA

n =0.

Step 2: Sey < f™. Assume that flow assignmerfit' is
represented aSr11, ..., Tpgs - - - ENN J-

Step 3: Calculate;; %TJ Then, set the new flow as-

signmentR(g) to {zy, ..., Tpg -+ T} DY

solving the shortest path algorithm using the metric

lij.

Step 4: I%or each node paijt, do the following steps.
Step 4.1: Leb be the flow assignment by deviating the

flow between nodes andj from g toward
R(g). That is, the resulting flow assignment,
v, iSSEttO{xH,...,l‘ .,J,‘NN}.

/



Step 4.2: Check whetheris feasible. In our case, fea- p= Aij 8)

sible v means that the processing capability kij - C
of IP routers and/or the capacity of a light- 1
path do not exceed its limit. If not, then the ki1 (ki;p)* (ki;p)is
deviation at Step 4.1 is rejected, and go back po = Y Y 9)
! kil(k

to Step 4. = i (ki — p)

4.3: Check whetheri ik T : . .

Step 4.3 gCis %(I:Iovv\\/legttoegz %%?,?aetgtd to\%’gnﬁ ngg)n’ Three kinds of packets arrive at the electronic router at
g — v. Then go back to Step 4. T(q) < nodes; packets destined for nodepackets arriving at node
T (v), the deviation frony towardR(g) is re- from local access, and packets changing the lightpath at node
jectea, and go back to Step 4. 1. Thus,d; is given by the following equation.
Step 5: Ifg = f, then stop iteration. Note thgt= f"
means there is no improvement of performance by 5 = G+ i as%y,
deviating the flow. Otherwise, set— n + 1, and ’ 2]:71 %:7/1 g S;d#%: i Tad

0 back to Step 2.
g P - A (10)

42 Derivation of Metric, . _ Note that\,; is the flow rate of lightpath(s) between nodes
In this subsection, we determine the metiic of the flow andj. That'is, we have

deviation in our case. We will use the following notations. sd
N: the number of nodes in the network Aij = Z a3 Vs (11)
P;;: the propagation delay of lightpaili . sd _
C: the capacity of each wavelength Using equations (5) and (6), we finally haygas
. the processing capability at an electronic router, which oT 1 N N
is assumed to be identical among all routers for sim- l;; = — Zzaﬁdagd,
plicity. TNy N(N -1
We also introduce the following variables. where '
a3f: when the packets are routed from nod® noded via Xk, 1 12
he direct ligh 7, the value i 1. Other- Qg = - +
\t/viied, Oe?ct ghtpathj, the value is set to be 1. Ot i-c- )\U)Q (= O +57:))2

d;:  the sum of all traffic switched by the IP electronic router 5 Numerical Evaluation and Discussions
at node: except the traffic flow originateing at nodg In this section, we evaluate our SHLDA by comparing with
Z Aije MLDA. In addition to MLDA, we also consider WLA (WDM
j Link Approach), where a WDM technology is only utilized
The objective functiorl” in our case is given as the aver- for point-to-point links between adjacent IP routers.
age ofT,y's (the delay between nodeandd), i.e., 51 Network Model

N .
T 1 iv: ZT 3) As a network model, we consider 14—node NSFNET shown
T N(N-1) sd in figure 2. A traffic matrix given in [4] is used in numeri-
s=1d=1 cal evaluation. Since the traffic matrix is given by a relative

As shown in figure 1, the delay experienced at a node con-yalue, we introducéraffic scale a, and actual traffic demands
sists of processing delay and transmission delay. Henceforthpetween nodes are given by the traffic matrix multiplied by
the delay between nodesandd consists of the propagation e also assume the value of the given traffic matrix is rep-
delay, processing delay and transmission delay. That is, Weresented in Gbps. We set the capacity of each wavelength to

have 10 Gbps. The packet processing capability of the electronic
router, 11, is represented in pps (packet per second) assuming
Ta= > alPil + | alfQi that the mean packet size is 1,000 bits long.
17 17
2.8ms
+ D (aRi) + Ra| (4 ' ms
17 4.7m: S

where@);; is the transmission delay of the packets on light- .
pathij, andR; is the processing delay at the electronic router & _ . -5m 4 /0.7ms
of nodes. In this paperQ;; is determined by a//M/k;;
(wherek;; shows the number of lightpaths between node pairz.sm

ij) queuing system an®; by a M/M/1 queueing system. Zoms
Recall that we allow a multiple number of lightpaths between
the node pair, and those lightpaths share the same buffer (see Figure 2: NSFNET
Section 2).Q;; and R; are then determined as follows.
X 1 . . .
Qi=r - te (5) 52 Numerical Resultsand Discussions
1 Y Figure 3 compares average delays obtained by three algo-
Ri=— (6) rithms; SHLDA, MLDA and WLA. The horizontal axis shows
o= (N +0) the traffic scalex. In obtaining the figure, we set the number
where of wavelengths}V, to eight and the packet processing capac-
! ity of IP router, i, to 40 Mpps. In the figure, when the traffic
X, = po (Ip) 7) scalea is small, we cannot observe significant differences

(I=p)l among three algorithms, and delays are suddenly increased
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9.381 1 to 40 Mpps. Results are shown in figure 7. By comparing
9.3809 SHLDA figures 3 and 7, it is apparent that SHLDA exhibits the largest
_ 9.3808 improvement in the maximum throughput. To see this more
£ 93807 VLDA clearly, figure 8 presents components of delays shown in fig-
Z 9.3806 — 3 ure 7. By comparing figures 5 and 8, we can see SHLDA
4 93805 sy s can provide much improvements in the maximum through-
S 9.3804 | . WLA put. From figure 5 and 8, the transmission delay of MLDA
& 93803
9.3802 9.381
9.3801 9.3809 I
9.38 9.3808 WLA I
0 0.1 0.2 0.3 0.4 0.5 0.6 & f/ MLDA
traffic scale E 93807 *Q } i
Figure 4: Average delay of each algorithni/y = 8, ;» = 100 & 9BO6 S
Mpps S 93805 PR e SHLDA
? 9.3804
& 93803
as«a becomes large in three algorithms. We notice that our 9.3802
SHLDA shows as same performance as MLDA in terms of 9.3801
the maximum throughput which is a saturation point of the B PR y—

delays.

We next show the effect of increasing the packet forward-
ing capability of IP routers. Figure 4 shows the results by
changingy to 100 Mpps. For other parameters, same val-
ues in obtaining figure 3 are used. By comparing these two
figures, we can observe that the maximum throughput values
in SHLDA is increased as the IP router has enough capacity.
On the other hand, an improvement in the maximum through-
put cannot be seen when we apply MLDA. To explain this,
let us look at the nodal delays in more detail. Figures 5 and
6 show the processing and transmission delays dependent on
a. As expected, the effect of increasing the capability of the
IP routers can be observed in these figures. As the process-
ing delay is reduced with large capacity of the IP router, the
transmission delay beccomes the bottleneck of the network.
Then, our SHLDA becomes superior to MLDA.
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Figure 8: Delay on nodelV =12, = 40 Mpps

\ is decreased slightly more than SHLDA. Its reason can be
! explained as follows. SHLDA places lightpaths in a descend-
ing order of the product of the hop—count and traffic demand.
As a result, a lightpath placed by SHLDA tends to utilize
more links than the one by MLDA. Thus, MLDA can estab-

SHLDA: transmission delay lish more lightpaths than SHLDA as the number of available
SHLDA: processing 4oy wavelengths increases. It leads to decreasing the transmis-
e e MLDA processing deley sion delay in MLDA as the number of wavelengths becomes
,apaaEasat i H
evaugamae large. The processing delay at the IP router is decreased as

0

0 0.1

Figure 5: Average delay on nodé¥ =8, 1, = 40 Mpps
We next set the number of wavelengfisto twelve and

0.2

0.3
traffic scale

0.4

0.5

0.6

the number of available wavelengths increases. lIts effect is
larger in SHLDA. As mentioned before, the lightpaths placed
by SHLDA tend to utilize more physical links. It results in
more reduction of electric processing in SHLDA than MLDA
as the number of available wavelengths increases.
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We last show the average delay obtained by our SHLDA
by increasing the number of wavelengths. The results are
plotted in figure 9 where we st = 20 andu = 40 Mpps. In dmin, 1.€., dmin = minsqg{dsq}. We consider that the de-
this figure, SHLDA still shows higher throughput than MLDA, sign algorithm providing the larget,,;,, gives a higher rout-
but the difference comparatively becomes smaller than theing stability. In figures 11 and 12, we pld},;, obtained
previous cases (figure 7). The reason is that by increasingrom SHLDA/MLDA as a function ofa, where the number
the number of wavelengths, the logical topologies obtained of wavelengthdV is set to be eight and twelve, respectively.
by SHLDA or MLDA become close to a fully meshed net- The processing capacity of the IP routeris identically set to
work. Then, the advantage of SHLDA becomes small since be 40 Mpps in both figures. The average valué,gf,, is also
SHLDA tries to reduce the traffic load on the IP router. We shown in the figures. We can observe that whién= 8 (fig-
also show the case thatis 100 Mpps. The resultis plottedin  ure 11), SHLDA is not very good especially when the traffic
figure 10 where we sét/ = 12. By comparing figure 7 and  scale becomes large. However, it gives higher stability than
10, we can also observe the effectiveness of our SHLDA. MLDA when the number of wavelength to be twelve (figure
Lastly, we summarize the characteristics of WLA by ob- 12) because of the design principle of our SHLDA.
serving figures 3, 4 and 7. By comparing figures 3 and 7, the  The problem found in both of MLDA and SHLDA is that
improvement of the maximum throughput in WLA is very at several values of, d,,;, takes very small values. It is
limited. This is because the processing delay at the electroniamainly because SHLDA as well as MLDA is a “one-way al-
router is the primary bottleneck of the network, and hence- gorithm”. That is, there are no step back operation in the
forth, the effect of increasing the number of wavelengths can-algorithms; if the nodal delay is high, it is likely that the de-
not be observed. As one can easily imagine, the results oflay of the first shortest route becomes close to the delay of the
WLA is greatly improved as the capability of IP router be- second shortest one, since the nodal delay becomes domiant
comes large (compare figures 3, 4 and 10). Only in such aof the delay in such a region. We believe the situation can
case, WLA is not a bad solution for IP over WDM networks. be avoided by reassembling the lightpaths to reduce the nodal
53 Investigation on Routing Stability delay, but it is one of our future research topics.

We finally discuss our logical topology design algorithm from 6~ Conclusion
a viewpoint of the stability of IP routing. In IP networks, itis In this paper, we have proposed a new heuristic algorithm,
significant to avoid or at least to reduce unnecessary changeSHLDA, to design a logical topology by considering the delay
of the routes, which is caused by dynamically changing traf- between nodes as an objective metric. Then, we have com-
fic demand. To evaluate this, we examine the packet de-pared our proposed algorithm with conventional methods in
lays of first and second shortest end-to-end paths (lightpaths}erms of the average packet delay and throughput. The results
prepared by our logical topology design algorithm. If those have shown that SHLDA becomes effective when the num-
two values are close, the route of IP packets may frequentlyber of wavelengths are small and the processing capacity of
change against the traffic fluctuation. IP router is large. Furthermore, we have evaluated our pro-
Let us introduce the metrid,; which defines the dif-  posed algorithm from a viewpoint of the routing stability. It
ference of delays of the first and second shortest routes beis shown that SHLDA can improve the maximum throughput
tween node paisd. From all possible combinations of source  when compared with MLDA, without sacrificing the routing
and destination node pairs, we choose the smallest one astability.



However, in several values of the traffic scale, it has also
been shown that SHLDA leads to the network having routes
that can cause the routing instability than MLDA. To alleviate
this problem, we need to reconfigure lightpaths in order to in-
crease the routing stability. This is one of our future research
topics.
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