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Abstract

Several gateway-based congestion control mechanisms
have been proposed to support an end-to-end congestion
control mechanism of TCP (Transmission Control Proto-
col). One of promising gateway-based congestion control
mechanisms is a RED (Random Early Detection) gateway.
Although effectiveness of the RED gateway is fully de-
pendent on a choice of control parameters, it has not been
fully investigated how to configure its control parameters.
In this paper, we analyze the steady state behavior of the
RED gateway by explicitly modeling the congestion con-
trol mechanism of TCP. We first derive the equilibrium
values of the TCP window size and the buffer occupancy
of the RED gateway. Also derived are the stability condi-
tion and the transient performance index of the network by
using a control theoretic approach. Numerical examples
as well as simulation results are presented to clearly show
relations between control parameters and the steady state
behavior. Our findings are: (1) maxp (maximum packet
marking probability) mostly affects the RED’s buffer oc-
cupancy, (2) the network becomes more stable as the num-
ber of TCP connections or the bandwidth–delay product
increases, and (3) minth (minimum threshold) is a key pa-
rameter for optimizing the transient performance. We fi-
nally discuss how control parameters of the RED gateway
should be configured for achieving better performance.

keywords: RED (Random Early Detection) gateway,
TCP (Transmission Control Protocol), Stability, Transient
behavior, Paramter setting, Control theory

1 Introduction

In a packet-switched network, a feedback-based conges-
tion control mechanism is essential to realize efficient data
transfer services. Its main objective is to prevent packet
losses in the network, as well as to utilize network re-
sources effectively. The current Internet uses a window-
based flow control mechanism in its TCP (Transmission
Control Protocol), as a feedback-based congestion con-
trol mechanism. For instance, a version of TCP called

TCP Reno uses packet losses in the network as conges-
tion indication of the network [1, 2]. Until a packet loss
occurs in the network, TCP Reno gradually increases its
window size. As the window size exceeds its available
bandwidth, excess packets are waited at the buffer of an
intermediate gateway (or router) for some period. If the
window size increases further, the buffer of the gateway
overflows, leading to a packet loss. The source host de-
tects the occurrence of the packet loss by, for example,
receiving duplicate ACKs, and quickly reduces its win-
dow size. After reduction of the window size, congestion
in the network will soon be relieved. Once congestion in
the network is over, the source host increases its window
size again. In short, the congestion control mechanism of
TCP first increases its window size, and as soon as it de-
tects packet losses in the network, it reduces its window
size. The congestion control mechanism of TCP repeats
this process indefinitely.

The congestion control mechanism of TCP was de-
signed to work without any knowledge on underlying net-
work components including a gateway. Namely, the con-
gestion control mechanism of TCP assumes nothing about
a gateway’s operation algorithm. It is because neither a
packet scheduling discipline nor a packet discarding algo-
rithm of a gateway is known to the source host in a real
network. Actually, separation of TCP’s congestion con-
trol mechanism from the gateway’s operation algorithm is
desirable when several types of congestion control mech-
anisms and gateway’s algorithms co-exist in a network as
in the current Internet. However, such generality of the
congestion control mechanism of TCP may significantly
limit the network performance.

Accordingly, several gateway-based congestion control
mechanisms have been proposed to support an end-to-end
congestion control mechanism of TCP [3, 4, 5]. One of
promising gateway-based congestion control mechanisms
is a RED (Random Early Detection) gateway [4]. The
key idea of the RED gateway is to keep the average queue
length (i.e., the average number of packets in the buffer)
low. Basically, the RED gateway randomly discards an
incoming packet with a probability that is proportional to
the average queue length. The operation algorithm of the
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RED gateway is so simple that the RED algorithm can
be easily implemented. The authors of [4] have claimed
advantages of the RED gateway over a conventional drop-
tail gateway as follows: (1) the average queue length is
kept low, so that an end-to-end delay of a TCP connection
is also kept small, (2) the RED gateway has no bias against
bursty traffic as in the drop-tail gateway, and (3) a global
synchronization problem of TCP connections found in the
drop-tail gateway is avoided.

There have been several simulation studies of the RED
gateway [4, 6, 7]. But there still remain open issues. The
biggest one is how to choose several control parameters
of the RED gateway. Despite the fact that effectiveness
of the RED gateway heavily relies on a choice of control
parameters [6, 8, 9], it has not been fully investigated how
to configure those control parameters. The authors of [4]
have proposed a recommended set of control parameters,
but it is just an empirical guideline without any theoretical
basis. There are only a few analytical studies on the RED
gateway. In [10], the authors have analyzed the perfor-
mance of the RED gateway for both bursty and less bursty
traffic. However, their analytic model is very simple and
not realistic; input traffic to the RED gateway is modeled
by a batch Poisson process, which completely neglects the
dynamics of the congestion control mechanism of TCP.
In [11], the authors have analyzed the dynamics of the
RED gateway, but the input traffic is still limited to ei-
ther a renewal process or an MMPP (Markov Modulated
Poisson Process). Since the RED gateway was originally
designed to cooperate with the congestion control mecha-
nism of TCP, effect of TCP must be taken into account to
understand a substantial property of the RED gateway.

In this paper, we analyze steady state behavior of the
RED gateway by explicitly modeling the congestion con-
trol mechanism of TCP. We first derive equilibrium values
of TCP’s window size and the buffer occupancy of the
RED gateway. Also derived are a stability condition and
a transient performance index by using a control theoretic
approach. Numerical examples as well as simulation re-
sults are presented to clearly show relations between con-
trol parameters and steady state behavior. Our findings
are — (1) maxp (maximum packet marking probability)
mostly affects RED’s buffer occupancy, (2) a network be-
comes more stable as the number of TCP connections or a
bandwidth–delay product increases, and (3) minth (mini-
mum threshold) is a key paramter for optimizing transient
performance. We finally discuss how control parameters
of the RED gateway should be configured for achieving
better performance.

This paper is organized as follows. In Section 2, a net-
work model that we will use throughout this paper is de-
scribed, followed by a brief explanation of the RED gate-
way. In Section 3, we analyze the steady state behavior of
the RED gateway when incoming traffic is controlled by
the congestion control mechanism of TCP. Section 4 de-

rives the stability condition and the transient performance
index by using a control theoretic approach. In Section 5,
we present several numerical examples to clearly show
how control parameters of the RED gateway affect the
steady state behavior. Simulation results are also pre-
sented to validate our approximate analysis. In Section 6,
we discuss how control parameters of the RED gateway
should be configured for achieving better performance.
Finally, Section 7 concludes the current paper with a few
remarks.

2 RED Algorithm and Analytic
Model

Figure 1 illustrates our analytic model that will be used
throughout this paper. It consists of a single RED gateway
and the number N of TCP connections. All TCP con-
nections have an identical (round-trip) propagation delay,
which is denoted by τ [ms]. We assume that the pro-
cessing speed of the RED gateway, which is denoted by
B [packet/ms], is the bottleneck of the network. Namely,
transmission speeds of all links are assumed to be faster
than the processing speed of the RED gateway.

N

RED Gateway

w1(k)

w2(k)

wN(k)

wN-1(k)

Source Host Destination Host

Bminthmaxth

t

Figure 1: Analytic model.

We model the congestion control mechanism of TCP
version Reno [2, 12] at all source hosts. A source host
has a window size, which is controlled by the congestion
control mechanism of TCP. By letting wn be a current
window size of the source host n (1 ≤ n ≤ N ), it is
allowed to send the number wn of packets without receipt
of ACK (Acknowledgement) packets. In other words, the
source host n can send a bunch of wn packets during a
round-trip time. We then model the entire network as a
discrete-time system, where a time slot of the system cor-
responds to a round-trip time of TCP connections. Note
that a slot length changes at every slot since a round-trip
time changes because of a queueing delay at the RED
gateway. We define wn(k) [packet] as the window size
of the source host n at slot k. All source hosts are as-
sumed to have enough data to transmit; the source host n
is assumed to always send the number wn(k) of packets
during slot k.
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The RED gateway has several control parameters. Let
minth and maxth be the minimum threshold and the max-
imum threshold of the RED gateway, respectively. These
threshold values are used to calcurate a packet marking
probability for every incoming packet. The RED gateway
maintains an average queue length (i.e., the average num-
ber of packets waiting in the buffer). The RED gateway
uses an exponential weighted moving average (EWMA),
which is a sort of low-pass filters, to calculate the average
queue length from the current queue length. More specif-
ically, let q and q be the current and the average queue
length. At every packet arrival, the RED gateway updates
the average queue length q as

q ← (1− wq) q + wq q (1)

where wq is a weight factor. We define q(k) [packet] and
q(k) [packet] be the current and the average queue lengths
at slot k. We assume that both q and q will not change
during a slot. As discussed in [10], this assumption is
realistic for a small wq .

Using the average queue length, the RED gateway cal-
culates a packet marking probability pb at every arrival of
an incoming packet. Namely, the RED gateway calculates
pb as

pb =




0 if q < minth

1 if q ≥ maxth

maxp

(
q−minth

maxth−minth

)
otherwise

(2)

where maxp (maximum packet marking probability) is an-
other control parameter (see Fig. 2). The RED gateway
randomly discards each incoming packet with probability
pb. The packet marking mechanism of the RED gateway
is not per-flow basis, and the same packet marking proba-
bility is used for all TCP connections. Refer to [4] for the
detailed algorithm of the RED gateway. A typical setting
of control parameters of the RED gateway, which has been
recommended by the authors of [4], is shown in Table 1.
In latter half of this paper, we will discuss how control
parameters of the RED gateway should be configured for
achieving better performance.
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Figure 2: Calculation of the packet marking probability pb

from the average queue length q.

Table 1: A recommended set of RED’s control parameters

minth min. threshold value 5 [packet]
maxth max. threshold value 15 [packet]
maxp max. packet marking probability 0.1
wq weight factor for averaging 0.002

3 Steady State Analysis

3.1 Derivation of State Transition Equa-
tions

We first obtain the packet dropping probability at slot k.
At the beginning of slot k, the source host n sends the
number wn(k) of packets into the network. The RED
gateway marks each arriving packet based on the average
queue length. Since the average queue length q is assumed
to be fixed within a slot, the packet marking probability
pb(k) at slot k is also fixed. Provided that the average
queue length q is between minth and maxth, pb(k) is ob-
tained from Eq. (2) as

pb(k) = maxp

(
q(k)−minth

maxth −minth

)
(3)

Every arriving packet at the RED gateway is marked
with probability [4]

pb(k)
1− count · pb(k)

where count is the number of unmarked packets that have
arrived since the last marked packet. The number of un-
marked packets between two consecutive marked pack-
ets can be represented by an uniform random variable in
{1, 2, · · · , 1/pb(k)}. Namely,

Pk[X = n] =
{

pb(k) 1 ≤ n ≤ 1/pb(k)
0 otherwise

(4)

Let Xk be the expected number of unmarked packets be-
tween two consecutive marked packets at slot k. Xk is
obtained as

Xk =
∞∑

n=1

n Pk[X = n]

=
1/pb(k) + 1

2
(5)

We next derive state transition equations of the network.
The state transition equations that we will derive hereafter
are the basis of our steady state analysis. If all packets
sent from a source host are not marked at the RED gate-
way, corresponding ACK packets will be returned to the
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source host after a round-trip time. In this case, the con-
gestion control mechanism of TCP increases the window
size by one packet. On the contrary, if any of packets
are discarded by the RED gateway, the congestion control
mechanism of TCP throttles the window size to half. We
assume that all packet losses are detectable by duplicate
ACKs [12]. Namely, the number of discarded packets in
a slot is assumed to be less than three. The probability
that at least one packet is discarded from wn(k) packets is
given by

w(k)
1/pb(k)

= w(k) pb(k)

Therefore, the window size at slot k + 1 is given by

w(k + 1) =
{

w(k)
2 with prob. w(k) pb(k)

w(k) + 1 otherwise
(6)

By our definition of a slot, all packets that have sent
in slot k are to be acknowledged until the beginning of
slot k + 1. The current queue length at slot k + 1 is given
by

q(k + 1) = q(k) +
N∑

n=1

wn(k)−B

(
τ +

q(k)
B

)

=
N∑

n=1

wn(k)−Bτ (7)

We then focus on a relation between q(k) and q(k +
1). As explained in Section 2, the RED gateway updates
the average queue length at every packet arrival according
to Eq. (1). In other words, the average queue length is
updated

∑N
n=1 wn(k) times during slot k. Recall that the

current queue length q(k) is assumed to be fixed during a
slot. The average queue length in slot k + 1 is then given
by

q(k + 1) = (1− wq)
∑

N

n=1
wn(k)q(k)

+
{

1− (1− wq)
∑N

n=1
wn(k)

}
q(k) (8)

The network model depicted in Fig. 1 is fully described
by state transition equations given by Eqs. (6)–(8), and the
state vector x(k)

x(k) =




w1(k)
...

wN (k)
q(k)
q(k)


 (9)

3.2 Derivation of Average State Transition
Equations

The state transition equations given by Eqs. (6)–(8) con-
tain a probability, because the RED gateway marks each

arriving packet in a probabilistic way. To analyze the
steady state behavior of the RED gateway, we introduce
average state transition equations that represent a typical
behavior of TCP connections and the RED gateway. We
also introduce a sequence, which is a series of adjacent
slots in which all packets from a source host have been
unmarked by the RED gateway. A typical evolution of
a window size within a sequence is illustrated by Fig. 3.
Note that this figure shows the case where the RED gate-
way discards one or more packets in slot k − 1. The win-
dow size wn(k) is changed according to Eq. (6). Namely,
as long as no packets from the source host is discarded by
the RED gateway, the window size is incremented by one
packet at every slot. If one or more packets are discarded,
the window size is halved. Such a process will be repeated
indefinitely by the congestion control mechanism of TCP.
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Figure 3: A typical evolution of the window size in a se-
quence.

The key idea in our steady state analysis is to treat the
network as a discrete-time system where a time slot cor-
responds to a sequence, instead of a slot defined in Sec-
tion 2. Let sk be the average number of slots that consists
a sequence beginning from slot k. Then, sk satisfies the
following inequality.

Xk ≤
sk−1∑
i=0

N∑
n=1

wn(k + i).

In what follows, due to space limitation, we only show
the case where window sizes of all source hosts are syn-
chronized; the window size of the source host n is equally
given by w(k). However, our steady state analysis can be
easily applied to the case where window sizes of all source
hosts are not identical. When window sizes of all source
hosts are identical, the above inequality is rewritten as

Xk ≤
sk−1∑
i=0

N w(k + i)

= N

{
sk w(k) +

sk(sk − 1)
2

}
(10)

Solving for sk yields

sk =
1
2
− w(k) +

√
N2(1− 2w(k))2 + 8NXk

2N
(11)
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Assuming that the number of slots in a sequence is de-
terministically given by sk, we derive the average state
transition equations from slot k to k + sk. Since the RED
gateway discards one or more packets during slot k+sk−1
(see Fig. 3), the average state transition equation from
w(k) to w(k + sk) is obtained from Eq. (6) as

w(k + sk) =
w(k + sk − 1)

2

=
w(k) + sk − 1

2
(12)

Similarly, the average state transition equation from
q(k) to q(k + sk) is obtained from Eq. (7) as

q(k + sk) = N w(k + sk − 1)−B τ

= N (w(k) + sk − 1)−B τ (13)

We next derive the average state transition equation
from q(k) to q(k + sk). Using Eq. (8), q(k + sk) is ob-
tained as

q(k + sk) = (1− wq)Akq(k + sk − 1)
+

{
1− (1− wq)Ak

}
q(k + sk − 1)(14)

where

Ak = N w(k + sk − 1)

Recall that Xk is the average number of unmarked
packets between two consecutive marked packets, i.e., the
average number of unmarked packets in a sequence. By
assuming that the current queue length does not change
excessively, q(k + sk) is approximated as

q(k + sk) � (1− wq)Xk q(k) +
{

1− (1− wq)Xk

}
q(k)(15)

The average state transition equations given by
Eqs. (12), (13), and (15) describe the average behaviors
of the window size, the current queue length, and the av-
erage queue length, respectively. Our approximated anal-
ysis will be validated in Section 5.

3.3 Derivation of Average Equilibrium
Value

Because of the nature of TCP’s congestion control mech-
anism, the window size of a source host oscillates indef-
initely and is never converged to a equilibrium state. In
what follows, we therefore derive a average equilibrium
value, which is defined as the expected value in steady
state, to understand a typical behavior of TCP connec-
tions and the RED gateway. Let w∗, q∗, and q∗ be the
average equilibrium value of the window size w(k), the
current queue length q(k), and the average queue length
q(k), respectively. The average equilibrium value can be

easily obtained from Eqs. (12), (13), and (15) by equating
w(k) = w(k + sk) and so on.

w∗ =

√
1
4

+
1

3N

(
maxth −minth

maxp(q∗ −minth)
+ 1

)

−1
2

(16)

q∗ = N w∗ −B τ (17)

q∗ = q∗ (18)

Note that w∗ does not represent the average window size
in steady state. Instead, it represents the expected value
of the minimum window size since w∗ is the equilibrium
value of the window size at the beginning of a sequence
(see Fig. 3). The average window size in steady state is
obtained from w∗ as

lim
k→∞

∑s
i=0 w(k + i)

(
τ + q(k+i)

B

)
∑s

i=0

(
τ + q(k+i)

B

) � 3w∗

2
− 1 (19)

where q(k + i) is approximated by q(k) for 0 ≤ i ≤
s. Note that solving Eqs. (16) and (17) gives closed-form
solutions for w∗ and q∗. However, we do not include here
because those are lengthy.

4 Stability and Transient Behavior

In this section, we analyze stability and transient be-
havior of the network by using a control theoretic ap-
proach. Since incoming traffic at the RED gateway is
flow-controlled by the congestion control mechanism of
TCP, the window size of a source host oscillates and never
converges to a equilibrium value. The operation of the
RED gateway is changed by a probability, so it is difficult
to analyze its stability and transient behavior. We there-
fore focus on their average behaviors by utilizing the av-
erage state transition equations derived in Section 3. In
particular, we derive the stability condition and the tran-
sient performance index of the network by considering the
average behaviors of the TCP connections and the RED
gateway.

In Section 2, the average state transition equations for
the discrete-time system illustrated by Fig. 1 are obtained
in Eqs. (12), (13), and (15). The average equilibrium val-
ues of the system states are also obtained in Eqs. (16)–
(18). Let us introduce δx(k) as the difference between the
state vector x(k) and the average equilibrium point.

δx(k) ≡

 w(k)− w∗

q(k)− q∗

q(k)− q∗


 (20)

By lineally approximating w(k), q(k), and q(k) around
their average equilibrium values, δx(k + s) can be written
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as

δx(k + s) = A δx(k)

where A is a state transition matrix. It is known that the
stability and transient behavior of the system given by
Eqs. (12), (13) and (15) around the equilibrium point are
determined by the roots of the characteristic equation [13].

|sA− I| = 0 (21)

Let si(1 ≤ i ≤ 3) be the roots of the above characteristic
equation. The system is stable if and only if all si’s lie in
the unit circle (stability condition). The stability condition
for a given state transition matrix can be easily computed
by, for example, Jury’s criterion [13].

Also known is that the transient behavior of the system
given by Eqs. (12), (13) and (15) around the equilibrium
point is determined by si’s. More specifically, the tran-
sient performance of the system is mostly determined by
the following value (transient performance index).

smax = max
i

(|si|) (22)

The smaller the transient performance index is, the faster
the converges to the equilibrium point.

5 Numerical Examples and Simula-
tion Results

5.1 Validity of Approximated Analysis

We present a couple of simulation results to demonstrate
the validity of our analysis since we have made several as-
sumptions. We run simulation experiments for the same
network model given by Fig. 1 using a network simula-
tor ns [14]. We use the following network parameters
in simulation: the processing speed of the RED gateway
B = 2 [packet/ms] (i.e., about 1.5 Mbit/s for the packet
size of 1,000 bytes) and the propagation delay τ = 1 [ms].
For RED control parameters, the values shown in Table 1
are used.

Evolutions of TCP’s window size and the current queue
length of the RED gateway in simulation experiments are
plotted in Figs. 4 and 5 for N = 1 and N = 5, respec-
tively. We numerically compute the average window size
w(k) and the average queue length q(k) (i.e., the mini-
mum values in each sequence) from Eqs. (12), (13) and
(15). In Figs. 4 and 5, those analytic results are also plot-
ted. One can find from these figures that our analytic re-
sults match the minimum values of the window size and
the current queue length, indicating a close agreement of
our analytic results with simulation ones.
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Figure 4: Comparison between analytic results and simu-
lation results (B = 2 [packet/ms], τ = 1 [ms],
N = 1).
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5.2 Discussion on Average Equilibrium Val-
ues

Equations (16)–(18) indicate several interesting properties
of the RED gateway. For instance, Eqs. (16) and (17)
suggest that the window size of a source host and the
queue length decrease as the number of TCP connections
N or the maximum packet marking probability maxp in-
creases. Such a tendency is clearly illustrated in Figs. 6
and 7, where the average equilibrium values of the win-
dow size w∗ and the queue length q∗ are plotted, respec-
tively. Recall that w∗ and q∗ represent expected values
of the minimum window size and the minimum queue
length in steady state. We used the following network
parameters: the processing speed of the RED gateway
B = 2 [packet/ms] and the (round-trip) propagation de-
lay τ = 1 [ms]. The number of TCP connections N is
varied between 1 and 20. The maximum packet marking
probability maxp is also varied between 0.001 and 0.4,
while other control parameters of the RED gateway are
set to the values shown in Table 1. These figures indicate
that the window size is heavily dependent on the number
of TCP connections N , and that the queue length is mostly
determined by the control parameter maxp.
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5.3 Discussion on Stability and Transient
Behavior

Figures 8 and 9 show stability regions of the network in
the maxth–minth plane. In these figures, the number of
TCP connections N is set to 1 or 5, respectively. Each line
in the figures shows a boundary line of a stability condi-
tions for different values of maxp. These figures indicate
that the network is stable if the point (minth, maxth)
resides a left-side of the boundary line. For other con-
trol parameters, we used the same values used in Fig. 6:
B = 2 [packet/ms] and τ = 1 [ms]. One can find that
the stability region becomes large as the maximum packet
marking probability maxp decreases. This shows that the
network can be stabilized with a large minth if the packet
marking probability maxp is set to a small value. Com-
parison between Figs. 8 and 9 suggests that the stability
region becomes large as the number TCP connections N
increases.

We next investigate how the stability region changes
when the processing speed of the RED gateway B or the
propagation delay of TCP connections τ is increased. Fig-
ure 10 is the case with a larger processing speed B =
10 [packet/ms]. Figure 11 is the case with a larger prop-
agation delay τ = 5 [ms]. Other parameters are identical
to those used in Fig. 8. By comparing Figs. 10 and 11,
one can find that the stability regions in these figures are
completely identical. This indicates that for system stabil-
ity, the effect of increasing the processing speed B is same
with the effect of increasing the propagation delay τ . This
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Figure 10: Stability region with a larger processing speed
(B = 10 [packet/ms], N = 1, τ = 1 [ms]).
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Figure 11: Stability region with a larger propgation delay
(B = 2 [packet/ms], N = 1, τ = 5 [ms]).

phenomenon can be explained from Eq. (13) where B and
τ are shown in the product form of B × τ .
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Figure 12: Relation among transient performance index
and two threshould values (B = 2 [packet/ms],
N = 1, τ = 1 [ms], maxp = 0.1)

As explained in Section 4, stability and transient behav-
ior of the network is determined by the roots of the char-
acteristic equation given by Eq. (21). In Figs. 12 and 13,
we plot the transient performance index smax defined by
Eq. (22) for different values of the maximum threshold
maxth and the minimum threshold minth. These figures
correspond to the case of maxp = 0.1 in Figs. 8 and 9,
respectively. Three axes represent the minimum threshold
minth (x), the maximum threshold maxth (y), and the
transient performance index smax (z). These figures indi-
cates that the network is stable if smax is less than 1, and
that the transient performance is better (e.g., faster conver-
gence) with a smaller smax. One can find that the optimal
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Figure 13: Relation among transient performance index
and two threshould values (B = 2 [packet/ms],
N = 5, τ = 1 [ms], maxp = 0.1)

point (minth, maxth) is almost independent of maxth.
In other words, the transient performance is mostly deter-
mined by the minimum threshold minth.

6 Discussion on Parameter Setting

The above discussion clearly depicts the fact that the
steady state behavior of the RED gateway is significantly
affected by a choice of control parameters. In what fol-
lows, based on findings from our steady state analysis,
we discuss how control parameters of the RED gateway
should be configured for achieving better performance.
The RED gateway only knows two system parameters a
priori: its processing speed B and its buffer capacity. For
a proper configuration of control parameters, other system
parameters such as the number of TCP connections N and
the propagation delay of TCP connections τ should be es-
timated.

Step 1: Estimate the number of TCP connections N .

First, the number of TCP connections is estimated at
the RED gateway. One approach for such an esti-
mation is for the RED gateway to monitor the num-
ber of TCP flows during a certain period. It is pos-
sible to identify each TCP flow by analyzing the IP
packet header since it contains source/destination IP
addresses and port numbers. This approach does not
always estimate the number of TCP connections cor-
rectly if the estimation period is not adequate. If
the estimation period was too long, the RED gate-
way would overestimate the number of TCP connec-
tions since terminated TCP connections might be in-
cluded. On the other hand, if the estimation period is
too short, it would underestimate since it might fail
to include slow TCP connections. We have found
that the stability region becomes large as the num-
ber of TCP connections N increases in Section 5.
Thus, a shorter estimation period would be appropri-
ate for safer operation. In [9], another approach has

8



been proposed to estimate the number of TCP con-
nections. This approach is less complex since it does
not require per-flow accounting.

Step 2: Estimate the propagation delay of TCP connec-
tions τ .

Second, a propagation delay of TCP connections τ is
estimated at the RED gateway. In our analysis, prop-
agation delays of all TCP connections are assumed to
be identical. However, it is rarely the case in real net-
works; every TCP connection usually has a different
propagation delay. A simple approach for applying
our analytic results to real networks is to use the av-
erage propagation delay of all TCP connections as
τ . Since we have found a tendency that the stabil-
ity region becomes large as the propagation delay τ
increases in Section 5. A smaller estimation of the
propagation delay is therefore desirable for more sta-
ble operation. Similary, if the propagation delay can-
not be estimated at all, a small value would be used.

Step 3: Set the maximum threshold maxth to the buffer
size.

Third, the maximum threshold maxth is set to the
possible largest value, i.e., the buffer size of the RED
gateway. As explained in Section 2, the RED gate-
way discards all incoming packets when the aver-
age queue length exceeds the maximum threshold
maxth. Therefore, in most cases, the maximum
threshold maxth should not be set to less than the
buffer size. If the requirement on an end-to-end
transfer delay of TCP connections is tight, a small
value of maxth would be appropriate to shorten the
queuing delay at the RED gateway.

Step 4: Determine maxp and minth using our analysis.

Finally, the maximum packet marking probability
maxp and the minimum threshold minth are deter-
mined from our steady state analysis. These control
parameters have great importance on controlling the
average queue length of the RED gateway as well
as stability and transient behavior of the network.
Therefore, these control parameters must be chosen
very carefully using our analytic results in Sections 3
and 4. More specifically, the smaller value of maxp

is desired for stability, as long as the average queue
length given by Eq. (17) can be kept at a reason-
able level. The minimum threshold minth should
be determined to optimize the transient performance.
Namely, the minimum threshold minth should be
chosen to minimize the transient performance index
given by Eq. (22).

7 Conclusion and Future Works

In this paper, we have analyzed the steady state behav-
ior of the RED gateway when incoming traffic is flow-
controlled by the congestion control mechanism of TCP.
We have derived equilibrium values of TCP’s window
size and the buffer occupancy of the RED gateway. We
have also derived the stability condition and the tran-
sient performance index for the network. Several nu-
merical examples and simulation results have been pre-
sented to clearly understand relations between control pa-
rameters of the RED gateway and the steady state behav-
ior. Of all our findings, most important results were: (1)
maxp (maximum packet marking probability) mostly af-
fects the RED’s buffer occupancy, (2) the network be-
comes more stable as the number of TCP connections
or the bandwidth–delay product increases, and (3) minth

(minimum threshold) is a key parameter for optimizing
the transient performance. We finally have discussed a
method for parameter tuning of the RED gateway. The
outline of the parameter tuning method was: (1) estimate
the number of TCP connections, (2) estimate the average
propagation delay of all TCP connections, (3) set maxth

(maximum threshold) to the buffer size, and (4) determine
maxp and minth using our analytic results to optimize
the transient behavior.

As a future work, it would be of importance to extend
our steady state analysis to relax strong assumptions. In
particular, extending our steady state analysis to allow dif-
ferent propagation delays of TCP connections would give
us much insight for better understanding of the RED gate-
way. More simulation experiments would be necessary to
investigate the behavior of the RED gateway in complex
network configurations.
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