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Abstract

RED (Random Early Detection) routers can provide bet-
ter fairness among many competing TCP connections than
TD (Tail-Drop) routers, but it is true only when the control
parameters of RED are set appropriately according to the
network congestion status. However, it is very difficult be-
cause the network condition varies largely, especially when
the number of accommodated connections is large. In this
paper, therefore, we propose dt-RED (RED with dynamic
threshold control), which dynamically regulates the RED pa-
rameters according to the observed behavior of the RED
queue. We confirm the effectiveness of the proposed algo-
rithm through some simulation experiments, and the results
show that it can provide better fairness than the original RED,
and TD routers, without careful setting of the parameters.

1 Introduction

Many research efforts have been devoted to avoiding and
resolving the network congestion. One of them is to reveal
the behavior of TCP (Transmission Control Protocol) [1]
widely used in the current Internet, and many improved al-
gorithms of the congestion control algorithm of TCP have
been proposed in the past literature.

Another approach to deal with the Internet congestion
is to deploy the Active Queue Management (AQM) algo-
rithms to Internet routers for providing high performance
and fairness among competing connections. One of such
algorithm is RED (Random Early Detection) [2], which
drops incoming packets at a certain probability when it de-
tects an incipient network congestion, while the traditional
TD (Tail-Drop) routers simply discards all arriving packets
when the router buffer is fully occupied. While the original
idea of the RED algorithm is to avoid consecutive dropping
of packets belonging to the same connection, it also has a
capability of providing better fairness among connections
than TD routers by spreading packet losses. When the con-
trol parameters are chosen appropriately, RED routers can
provide further better fairness among many TCP connec-
tions and it can keep as high throughput as TD routers.

The problem is the difficulty of the parameter setting of
RED, that is, we could not find one parameter set to make
the RED algorithm work effectively in various network
conditions. If RED router is to be effective, its control pa-

rameters must be set to values appropriate to the condition
of the network (link bandwidth, the number of active con-
nections, congestion level, and so on). As pointed out by
other researchers, however, it is very difficult to set them to
cope with the dynamically changing network condition [3,
4]. If the parameters are misconfigured its throughput is
sometimes lower than that of TD routers. In [3, 4], the
authors have thus concluded that there is few reasons to
deploy the RED algorithm to Internet routers due to the
difficulty of the parameter setting. To solve this problem,
several algorithms that dynamically change the control pa-
rameters according to queue length, the number of active
connections, and so on have therefore been proposed [5-
7]. They focus on the dynamic control of the packet dis-
carding probability p, but a rapid change of p degrades the
performance of TCP connections, since the throughput of
the TCP connection is directly affected by the packet loss
ratio [8].

In this paper, therefore, we describe another idea to solve
the problem. We propose dt-RED, by which we improved
the RED algorithm by adding a simple mechanism that sets
the threshold values dynamically. We evaluate the effec-
tiveness of this improved algorithm through simulation by
comparing it with TD and RED routers, and show that it
can provide good fairness in various network congestion
states by using one parameter set.

The rest of this paper is organized as follows. Section 2
briefly explains the TD and RED disciplines and their char-
acteristics. Section 3 describes our improved RED algo-
rithm, called dt-RED, and shows some simulation results
demonstrating its effectiveness in Section 4. Section 5 con-
cludes the paper with a brief summary and some future re-
search topics.

2 TD and RED Routers
Historically, Internet routers have used a TD (Tail Drop)

discipline as a buffer management mechanism: the TD
router serves incoming packets in order of their arrival and
simply discards newly arriving packets when the buffer is
full. The problem with this mechanism is that routers tend
to discard packets in bursts [9], which results in packets
from the same connection being likely to be discarded. As
a result, the fast retransmit algorithm does not help avoid
timeout expirations, and this leads to the global synchro-



nization problem [10]. As a result, the TD router can-
not provide high throughput and fairness among competing
TCP connections [2].

The RED (Random Early Detection) algorithm [2] is de-
signed to cooperate with the congestion control mechanism
of the TCP. It detects the beginning of congestion by mon-
itoring the average queue size at the router (the average
number of packets in the router buffer) and notifies TCP
senders that congestion has occurred by intentionally drop-
ping packets at a certain probability. The RED algorithm
sets the packet dropping probability as a function of the
average queue size. By keeping the average queue size
low, burst packet dropping can be avoided even when pack-
ets from the same connection arrive continuously. That
is, the algorithm has no bias against bursty traffic. More
specifically, it uses a low–pass filter with an exponentially
weighted moving average when calculating the average
queue size avg, which is maintained and compared with
two thresholds: a minimum threshold (minth) and a max-
imum threshold (maxth). The packet dropping probability
is determined in different ways according to the queue size
avg:

• If avg < minth, all arriving packets are accepted.

• If minth < avg < maxth, arriving packets are
dropped with probability pred(avg), which is defined
as follows:

pred(avg) =
avg − maxth

maxth − minth
maxp (1)

• If maxth < avg, all arriving packets are dropped.

The RED router helps prevent TCP’s retransmission time-
outs, and most lost packets are thus retransmitted by the
fast retransmit algorithm. It also helps avoid the phase ef-
fect [9] causing all connections to exhibit the similar win-
dow changes.

The problem with RED is the difficulty of the parame-
ter setting of RED. In recent works [3, 4] the authors have
pointed out that it is difficult to choose the control parame-
ters of RED (maxth,minth,maxp) to work well, and even
when those are appropriately configured, the RED routers
cannot provide good performance compared with the TD
routers. As opposed to these results, we present a new ob-
servation in this paper that RED is still useful, especially
from a viewpoint of the fairness among many TCP connec-
tions.

3 dt-RED
3.1 Motivation

A RED router is fairer than a TD router, but it can pro-
vide better fairness only when the control parameters, es-
pecially the threshold values (maxth and minth), are set
appropriately [3, 4]. The problem is that appropriate values
of the control parameters changes dependently on the con-
dition of the network (link bandwidth, the number of active
connections, congestion level, and so on). As pointed out

by other researchers, it is very difficult to set them to cope
with the dynamically changing network condition [3, 4].

To solve this problem, several algorithms that dynam-
ically change the control parameters according to queue
length, the number of active connections, and so on have
been proposed [5-7]. They focus on the dynamic control
of the packet discarding probability of RED p, but a rapid
change of p degrades the performance of TCP connections,
since the throughput of the TCP connection is directly af-
fected by the packet loss ratio [8]. More important, the
previous algorithms do not consider the case where many
TCP connections share the bottleneck link. The level of
congestion at a bottleneck router that has more than 1,000
connections active at the same time varies widely because
each connection reacts to the network congestion indepen-
dently. Therefore, when the above algorithms are applied,
p is likely to fluctuate over a wide range, making the router
unstable. Those algorithms thus do not resolve the prob-
lems pointed out in [3, 4], and p should be changed as
smoothly as possible.

We therefore describe an improved algorithm we call
dt-RED, which sets the threshold values dynamically. It
is very simple compared with the existing approaches but
works well, especially with regard to fairness among con-
nections. It does not change p directly, but instead controls
the threshold values to change p more smoothly.

3.2 Algorithm

To set the threshold values (maxth and minth) appro-
priately according to the network condition, we developed
an algorithm that monitors avg and controls the threshold
values dynamically according to the change of avg, so that
avg is always between maxth and minth. The threshold
values are tuned at a regular interval, which in this paper is
called an “observation interval.” The router monitors avg
during every observation interval and sets the threshold val-
ues at the end of the interval.

• Control of maxth

When avg reaches Mmax ·maxth more than once dur-
ing the observation interval, maxth is updated as fol-
lows:

maxth ← min(maxth + αmax · B, MB ·B) (2)

where Mmax is a margin ratio for avoiding avg from
reaching maxth, and MB is a control parameter that
determines the maximum values of maxth.

Otherwise, when avg is enough low and satisfies

avg −minth < Mmax · (maxth −minth), (3)

maxth is decreased as follows:

maxth ← max(maxth − βmax · (maxth −minth),

minth) (4)

Note that αmax and βmax respectively determine the
increase and decrease ratios of maxth.



• Control of minth

When avg decreases to less than minth during the ob-
servation interval, dt-RED changes minth as follows:

minth ← max(minth + αmin · (maxth −minth),

maxth) (5)

Conversely, when avg is always larger than minth,
minth is decreased in order to shorten the queue
length at the router buffer:

minth ← max(minth − βmin · (maxth −minth),

0) (6)

where αmin and βmin are respectively the control pa-
rameters determining the increase and decrease ratios
of minth.

The key issue in dt-RED is how to set Mmax . That is,
when is maxth increased or decreased according to the
change of avg? It should be set appropriately by consid-
ering the fluctuation of avg because the change of avg is
greatly affected by the number of active TCP connections
passing through the dt-RED router. Therefore, the value of
Mmax should be related to the observation interval. Sup-
pose that the observation interval is set to the time during
which the router receives Np packets, where Np is a fixed
value. Then, Mmax should also be fixed at a certain value
since the number of packets arriving at the router during
the observation interval is constant. When the observation
interval is fixed, on the other hand, Mmax should become
proportional to the number of connections since the number
of arriving packets is proportional to the number of connec-
tions. For simplicity, we set the observation interval to be
the time during which 100 packets arrive at the router, and
we also set Mmax to 0.9 in the following simulation results.
When we want to use the fixed duration of the observation
interval and set Mmax proportional to the number of con-
nections, we have to estimate the number of active TCP
connections at the router. One way to do that might be by
using a Zombie List [11], where the number of active con-
nections can be estimated in O(1) complexity, but we need
further research to assess the applicability of the Zombie
List.

Dt-RED uses six new control parameters to tune the two
parameters of RED, maxth and minth dynamically. Dt-
RED differs from RED, however, in that the parameter set-
ting of dt-RED has little effect on the fairness of dt-RED.
We use only one parameter set to deal with various network
configurations in dt-RED.

4 Evaluation
In this section, we show several simulation results

demonstrating the fairness of dt-RED.

4.1 Simulation Model

Fig. 1 depicts a network model used in the following
simulation. It consists of sender hosts, a receiver host, a
router, and links interconnecting the hosts and the router.

N  Sender Hosts

Receiver Host

TD/RED Router

[packets/sec]

[sec]

B [packets]
ρ

τ

Figure 1: Network model.

N sender hosts share a bottleneck link of ρ [packets/sec],
and sends data packets to the receiver host by TCP Reno.
The propagation delay between the sender hosts and the re-
ceiver host is τ [msec]. The intermediate router has a buffer
of the TD or RED discipline. The buffer size is represented
by B [packets]. We set the bandwidth and the propaga-
tion delay of the link between the sender hosts and the
router to 100 [Mbps] and 2 [msec]. We compare three kinds
of buffering disciplines at the bottleneck router; Tail-Drop
(TD), RED, and dt-RED. For RED, we use minth = 5
and maxp = 0.1, wq = 0.002, which are the values rec-
ommended in [2], and we vary maxth to find the best set-
ting of RED. For dt-RED, we use Np = 100 [packets],
Mmax = 0.9, MB = 0.8, αmax = αmin = βmax =
βmin = 0.05.

In the simulations, each sender host sends an infinite size
of the document by FTP (File Transfer Protocol). Note that
we have also examined the case where each sender host
transfers WWW documents, the size distribution of which
follows the one shown in [12]. Due to space limitation,
we omit the results, but we confirmed the same results as
shown in the below. Also note that we have evaluated dt-
RED when we use the fixed duration of an observation in-
terval and set Mmax proportional to the number of connec-
tions, and we have also obtained the same results as what
follows.

4.2 Results and Discussions

We first show the dynamical change of the threshold
values of dt-RED, according to the change of the net-
work congestion status. We set ρ = 1.5 [Mbps], τ =
4 [msec], and B = 10, 000 [packets], and change the num-
ber of TCP connections, N , as follows; N = 500 from
0 [sec] to 200 [sec] of the simulation time, N = 1, 000
from 200 [sec] to 300 [sec], N = 500 from 300 [sec]
to 400 [sec], and N = 10 from 400 [sec] to 500 [sec].
The changes of the instantaneous queue length, the aver-
age queue length (avg) and maxth are shown in Fig. 2 as
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Figure 3: Fairness evaluation result for ρ = 1.5 [Mbps] and τ = 4 [msec].
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Figure 2: Dynamical change of maxth in dt-RED.

functions of the simulation time. We can see that dt-RED
changes maxth as the queue length at the router buffer in-
creases and decreases.

We next show the fairness aspect of the three mecha-
nisms (TD, RED and dt-RED). We first set ρ = 1.5 [Mbps]
and τ = 4 [msec], and set B to 100, 1,000, and
10,000 [packets]. The results are shown in Fig. 3, where
the fairness index values of the three mechanisms are plot-
ted against the number of TCP connections. For RED, we
show two cases: one with maxth = 15 (the value recom-
mended in [2]), and the other with the best value that we
found through trial-and-error. From these results, we can
make several observations.

First, the TD discipline cannot provide fairness among
connections at all, especially when the number of connec-
tions is large, because the TD discipline has no mechanism
for fairness enhancement. Furthermore, the fairness of TD
is also degraded when the buffer size is too large compared
with the number of connections (Fig. 3(c)). This shows an-
other problem of the TD discipline: when the buffer size
per each TCP connection is too large, the buffer occupa-
tion becomes different among connections, which leads to
differences of the throughput values of TCP connections.
That is, larger buffers at TD routers do not always assure
fairness among connections.

For the RED discipline, we can see that the recom-
mended values of the control parameters cannot provide the

good fairness. In the worst case, RED shows a lower fair-
ness than TD does. The main reason is that the maxth in
this case is too small for the number of connections and the
buffer size. When maxth is set appropriately, on the other
hand, RED provides better fairness than TD in all cases.
That is, RED can work better than TD if the control param-
eters are properly configured according to the change of the
network congestion status. Of course, it is very difficult to
find the best value of maxth (maxth = 80 for Fig. 3(a), 800
for Fig. 3(b), and 2,000 for Fig. 3(c)). An appropriate value
cannot be found without many trials.

The fairness index values of dt-RED are almost same as
the ones obtained by RED with the best parameter setting.
This is a very important characteristics of dt-RED because
dt-RED can provide this fairness by using a single param-
eter set; we need not to tune the control parameters of dt-
RED according to the change of the network congestion
status.

We next change the propagation delay of the bottleneck
link, τ , from 4 [msec] to 400 [msec]. The simulation results
are shown in Fig. 4, where we can again see that the RED
algorithm with the control parameter values recommended
in [2] cannot provide the fairness that the TD router can,
especially when the number of connections is large. The
fundamental reason is that the recommended values are not
based on a situation in which there are more than 100 con-
nections at the bottleneck router. The appropriate control
parameters set for a given number of connections could of
course be found, but only by trial-end error. dt-RED, on
the other hand, shows very good fairness regardless of the
number of connections and the size of the router buffer. It
provides fairness almost same or even better than that pro-
vided by RED with the best parameter set. One problem is
that when B = 10, 000 [packets] (Fig. 4(c)) and the num-
ber of connections is large, TD is the fairest of the three
disciplines. In this case, TD results in no packet loss at the
buffer. Since RED and dt-RED routers intentionally dis-
card incoming packets when only a few packets are stored
at the router buffer, they are not as fair as a TD router. For
further fairness improvement of dt-RED, we should treat
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Figure 4: Fairness evaluation result for ρ = 1.5 [Mbps] and τ = 400 [msec].

this case more effectively, which is left to be a future work.

5 Conclusion
This paper described the improved algorithm of RED we

call dt-RED, which changes the RED’s threshold values
(maxth and minth) dynamically according to the network
congestion status. Dt-RED adds a very simple mechanism
to the original RED but it can provide greatly improved
fairness among many TCP connections without any param-
eter tunings. We have shown its effectiveness through sim-
ulation results by comparing it with TD and RED routers.

In this paper the homogeneous network model, where
all TCP connections have the same propagation delays, has
been used. The fundamental characteristics of dt-RED has
been revealed, but in the future we will investigate the per-
formance of dt-RED under the network model in which
each TCP connection has a different propagation delay and
bandwidth.
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