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Abstract—
Appropriate control parameters are important for the successful de-

ployment of RED (Random Early Detection) routers, especially when many
TCP connections share the bottleneck link. In this paper, we first describe a
new simple analysis method for determining the window size distribution of
many TCP connections sharing a bottleneck router. We consider two kinds
of buffering disciplines: TD (Tail Drop) and RED. We model the window
size evolution of TCP connections by using a Markov process whose state
is represented by a set of the current window size and the ssthreth value.
The state transition matrix is then calculated by considering the character-
istics of TD and RED routers. We show numerical results demonstrating
the accuracy of our analysis and we discuss the fairness of TD and RED.
We confirm that RED does not help improve the router’s throughput even
when appropriate control parameters are chosen but that it is still useful to
provide the fairness among many competing TCP connections.

Keywords— TCP (Transmission Control Protocol), Window Size, TD
(Tail Drop), RED (Random Early Detection), Fairness

I. I NTRODUCTION

The future development of the Internet requires a better un-
derstanding of the behavior of TCP (Transmission Control Pro-
tocol) [1] widely used in the current Internet, and many re-
search efforts have been devoted to revealing the characteristics
of the TCP connection. For example, equations for calculat-
ing the throughput of the TCP connection from several parame-
ters (packet loss probability, round trip time, maximum window
size, etc.) have been shown in [2, 3]. Those equations, however,
estimate only the long-term throughput of the TCP connection,
and cannot be used to examine instantaneous behavior. It is re-
ported in [4] that the average size of Web documents at several
Web servers is about 10 [KBytes], and the instantaneous TCP
throughput is important to the estimation of the transfer time of
such small documents. More important, the equations estimat-
ing throughput are based on the long–term averages of packet
loss probabilities and RTT (Round Trip Time) values, which
implies that the interaction among active TCP connections at
the router cannot be investigated.

An approach for examining the instantaneous throughput of
the TCP connection can be found in [5-7], where the distribu-
tion of the congestion window size of the TCP connection is
obtained. Then the TCP window size is directly related to the
short–term throughput of the TCP connection. This approach
is based on a stochastic modeling of the TCP window size be-
havior. Those works, however, assume the probabilistic packet
loss model, in which each packet sent from the TCP sender is
dropped with a constant probabilityp. In a sense, it can be con-
sidered that RED (Random Early Detection) [8] is used at the
bottleneck router. When this is assumed, however, it is impossi-
ble to examine the effects of misconfigured control parameters
of the RED routers because the packets tend to be lost in bursts
by such misconfigured RED.

Because we wanted to investigate the effect of the RED
routers when many TCP connections share the bottleneck link,
we developed a simple method for evaluating the TCP window

size distribution by using Markov analysis. In the analysis, we
allow two kinds of the packet loss models: the probabilistic loss
model and the bursty loss model, which respectively correspond
to RED routers and Tail-Drop (TD) routers. In our approach, the
Markov model is used to explain the evolution of the TCP win-
dow size, which is done by explicitly considering packet queu-
ing at the router’s buffer. Steady state probabilities are then cal-
culated and used to derive the distribution of TCP window size.
One of our main contributions in this paper is the derivation of
the TCP window size evolution in the case where packet loss
occurs in a bursty fashion at RED routers. This allows to ana-
lyze the case in which the RED parameters are inappropriately
configured to be considered. Such a case cannot be examined
when using the analytic approaches assuming a constant packet
loss probability adopted in, since the existing approaches [5-
7] implicitly assume that RED routers always work effectively.
Another contribution is the analysis of the window size behav-
ior of TCP connections under conditions in which bursty packet
losses occur at TD routers. The traditional TD routers tend to
drop the incoming packets in a bursty fashion [8], and our ap-
proach allows to evaluate the effect of those routers. It then
becomes possible to compare TD and RED routers in a unified
way.

Our analysis allows us to investigate the routers shared by
many active TCP connections. When the number of active TCP
connections is large, as it is in the current backbone routers,
the packet buffer that each TCP connection can utilize becomes
small and throughput degradation becomes obvious [9]. Our
analysis can treat such a case and determine the packet buffer
size sufficient for, say, thousands of active TCP connections.
Furthermore, we use the analysis results to evaluate the fair-
ness of the TD and RED routers and that the fluctuation of the
window size is much smaller for RED routers. We provide nu-
merical examples showing that RED routers can only provide
as high throughput as TD routers can even when the configura-
tion parameters of RED are determined appropriately [10, 11]
but that they can greatly improve the fairness among many TCP
connections. Our analysis can be used to determine, for a given
buffer size and given number of active TCP connections, the
appropriate control parameter set for the RED routers.

The rest of this paper is organized as follows. We briefly ex-
plain TD and RED disciplines in Section II. The analysis model
is also introduced. Then we show the analysis of the window
size distribution in Section III. In Section IV, we show some nu-
merical examples to validate the analysis, and discuss the fair-
ness property of the TD/RED routers. Finally, we conclude this
paper and show some future work in Section V.

II. M ODEL DESCRIPTION

A. TD and RED Routers

Historically, Internet routers have used a TD (Tail Drop)
discipline as a buffer management mechanism: the TD router



serves incoming packets in order of their arrival and simply dis-
cards newly arriving packets when the buffer is full. The prob-
lem with this mechanism is that routers tend to discard packets
in bursts [12], which results in packets from the same connec-
tion being likely to be discarded. As a result, the fast retransmit
algorithm does not help avoid timeout expirations, and this leads
to the global synchronization problem [13]. Furthermore, since
the duration of bursty packet losses depends on many factors
(network configurations, the number of active connections, and
so on), it is difficult to determine the packet loss rate of the TD
router. As will be shown in Section III, however, we can ana-
lyze TD router if we make some reasonable assumptions about
the network.

The RED (Random Early Detection) algorithm [8] is de-
signed to cooperate with the congestion control mechanism of
the TCP. It detects the beginning of congestion by monitor-
ing the average queue size at the router (the average number
of packets in the router buffer) and notifies TCP senders that
congestion has occurred by intentionally dropping packets at a
certain probability. The RED algorithm sets the packet drop-
ping probability as a function of the average queue size. By
keeping the average queue size low, burst packet dropping can
be avoided even when packets from the same connection arrive
continuously. That is, the algorithm has no bias against bursty
traffic. More specifically, it uses a low–pass filter with an ex-
ponentially weighted moving average when calculating the av-
erage queue sizeavg, which is maintained and compared with
two thresholds: a minimum threshold (minth) and a maximum
threshold (maxth). The packet dropping probability is deter-
mined in different ways according to the queue sizeavg:

• If avg < minth, all arriving packets are accepted.
• If minth < avg < maxth, arriving packets are dropped with
probability pred(avg), which is defined as follows:

pred(avg) =
avg − maxth

maxth − minth
maxp (1)

• If maxth < avg, all arriving packets are dropped.

The RED router helps prevent TCP’s retransmission timeouts,
and most lost packets are thus retransmitted by the fast retrans-
mit algorithm. It also helps avoid the phase effect [12] causing
all connections to exhibit the similar window changes.

In recent works [10, 11], however, the authors have pointed
out that it is difficult to choose the control parameters of RED
(maxth,minth,maxp) to work well, and even when those are
appropriately configured, the RED routers cannot provide good
performance compared with the TD routers. As opposed to
these results, we present a new observation in this paper that
RED is still useful, especially from a viewpoint of the fairness
among many TCP connections.

B. Network Model

Fig. 1 depicts a network model used in the following analysis
and simulation. It consists of sender hosts, a receiver host, a
router, and links interconnecting the hosts and the router.N
sender hosts share a bottleneck link ofρ [packets/sec], and
sends data packets to the receiver host by TCP Reno. The prop-
agation delay between the sender hosts and the receiver host is
τ [msec]. The intermediate router has a buffer of the TD or
RED discipline. The buffer size is represented byB [packets].

N  Sender Hosts

Receiver Host

TD/RED Router

[packets/sec]

[sec]

B [packets]
ρ

τ

Fig. 1. Network model.

III. FAIRNESSANALYSIS AND EVALUATION

A. Notations and Settings

We assume that a TCP connection changes its state at every
RTT (Round Trip Time) and we call the interval between state
changes around. To describe the Markov process, we define
the state of the TCP connectioni by the window sizewi [pack-
ets] and a ssthreth valueti [packets] of the current round. That
is, (wi, ti) represents the state of the current round of connec-
tion i. By assuming that the maximum window size of the TCP
connection isWmax [packets],wi is ranged from 1 toWmax,
andti is from 1 toWmax/2, sinceti is reset to half ofwi when
packet loss is detected [1]. Then, the number of the states of
this Markov process becomesW2

max/2.
We defineP(wi,ti)(w′

i
,t′

i
) as the state transition probability that

the state of the connectioni changes from(wi, ti) to (w′
i, t

′
i).

The goal of the analysis in this section is to derive the state tran-
sition matrix ofP(wi,ti)(w′

i
,t′

i
) with consideration of the conges-

tion control algorithm of TCP and the characteristics of TD and
RED routers. The TCP connection changes its state by increas-
ing the window size when no packet loss occurs, or by decreas-
ing the window size when packet loss is detected [1]. That is,
we must consider the following cases about the state transitions
from (wi, ti).
1. When no packet loss occurs:
1.a During a slow start phase, the window size is increased

and the state is changed to(max(2wi, ti), ti).
1.b During a congestion avoidance phase, the window size is

increased and the state is changed to(max(wi + 1,Wmax), ti).
2. When packet loss occurs:
2.a If the packet loss is detected by timeout, the state is

changed to(1, �wi/2�).
2.b If the packet loss is detected by fast retransmit, the state is

changed to(�wi/2�, �wi/2�).
To derive the state transition matrix, we have to obtain the

probability that each case in the above takes place. The packet
loss probability in each state is affected by the number of con-
nections and the queue size. For a meanwhile, we assume that
the packet loss probability of the state(wi, ti), which is denoted
by p(wi, ti), is known.p(wi, ti) in the TD and RED disciplines
are derived in the following subsections in turn.

The probability that no packet loss occurs in the current state
(wi, ti) is obtained by collecting the probabilities thatwi pack-
ets of connections are not lost. It is given by

pnoloss = (1 − p(wi, ti))wi (2)

Since the window size is simply increased when the no packet
loss occurs, the cases 1.a and 1.b takes place with the following



probabilities:

P(wi,ti)(max(2wi,ti),ti) = pnoloss, if wi < ti (3)
P(wi,ti)(max(wi+1,Wmax),ti) = pnoloss, if wi ≥ ti (4)

When packet loss occurs, on the other hand, we must con-
sider whether the lost packet is retransmitted by timeout or fast
retransmit. We as denotep(wi,ti),j,TO as the probability thatj
packets are lost in state(wi, ti), and the timeout takes place to
retransmit the lost packets. When one ofwi packets is lost and
the window size is too small (i.e., smaller than three), the packet
loss is detected by timeout [14]. That is,p(wi,ti),j,TO for j = 1 is
given by

p(wi,ti),1,TO =


(
wi

1

)
p(wi, ti)(1− p(wi, ti))wi−1, if wi ≤ 3

0, if wi > 3

When more than one packets are lost – specifically, when
j of wi packets are lost – the first lost packet is retransmitted
by timeout or fast retransmit with probabilities ofp(wi,ti),1,TO

or 1 − p(wi,ti),1,TO, respectively. When timeout occurs, all of
lost packets are retransmitted and the window size becomes
one. When fast retransmit occurs, however, the window size is
halved. If the halved window size is larger than three, the next
lost packet is again detected by the fast retransmit algorithm,
and the window size is further halved. Otherwise, the timeout
occurs. That is, all of thej packet losses can be detected by the
fast retransmits if the window size is large enough to be kept
larger than three when it is halvedj times. We therefore have

p(wi,ti),j,TO ={ (
wi

j

)
p(wi, ti)

j(1− p(wi, ti))
wi−j , if wi/2j ≤ 3

0, if wi/2j > 3

From the above two equations, we can derivep(wi,ti),TO, the
probability that the timeout occurs in state(wi, ti), as:

p(wi,ti),TO =
wi∑

k=�log2(wi/4)�+1

p(wi,ti),k,TO

Then, we can obtain the probabilities that cases of 2.a and 2.b
take place:

P(wi,ti)(1,�wi/2�) = p(wi,ti),TO

P(wi,ti)(�wi/2j�,�wi/2j�)

=
(

wi

j

)
p(wi, ti)j(1 − p(wi, ti))wi−j ,

1 ≤ j ≤ �log2(wi/4)� (5)

We have now to determine, for the TD and RED disciplines,
the value ofp(wi, ti) at the bottleneck router.

B. Analysis for TD router

In the TD router, packet loss occurs in bursts when the router
buffer is fully occupied. To calculatep(wi, ti) we need to take
into account the following factors:
• the total number of lost packets as a result of buffer overflow
• the frequency of buffer overflow
• the number of lost packets from each TCP connection

B.1 How many packets are lost as a result of buffer overflow?

Here we denote byW the total window size ofN TCP con-
nections. A buffer overflows whenW exceeds the sum the
buffer sizeB and the bandwidth-delay product of the bottle-
neck link. That is, when the buffer is fully occupied,W reaches
Wf = 2τρ+ B. Suppose that all of the TCP connections are in
the congestion avoidance phase,W is increased byN [packets]
in every RTT, since each TCP connection increases its window
size by one packet [1]. Therefore, when the total window size
reachesWf , it will be increased to (Wf + N ) [packets] in the
next round. That is,N [packets] are discarded at the TD router
buffer when buffer overflow occurs.

B.2 How frequently do buffer overflows occur?

When buffer overflow occurs, some ofN connections expe-
rience packet losses and decrease their window sizes. As shown
in Subsection III-A, the TCP connection with window sizewi

decreases its window size towi/2j whenj packets belonging to
the same connection are lost by the fast retransmit algorithm [1].
When no packet loss occurs, on the other hand, the window size
increases by one. Assume that the mean window size of each
connection isw = Wf/N when the buffer is fully occupied.
Then, the mean window size of each connection after the buffer
overflow occurs, denoted byw′, is given by

w′ =
w∑

j=1

(
w
j

)
pj

f (1− pf )w−j� 1
2j

w�

+(1 − pf)w(w + 1) (6)

wherepf = N/Wf , which is the packet loss probability when
the buffer overflow occurs. Note that the above equation in-
cludes the case where the TCP connection experiences the time-
out, but in that case,� 1

2j w� is zero. Then, the mean of the
total window size just after the buffer overflow,W′, becomes
N · w′. Since the total window size is increased byN packets
per RTT, the probability that the buffer overflows occur in the
current round (denoted bypoverflow) can be calculated as follows:

poverflow =
1

N (W − N · w′)
(7)

B.3 How many packets are lost from each TCP connection?

We have shown in Subsection III-B.1 that the total number of
lost packets in the event of buffer overflow is given byN . We
assume that the number of lost packets belonging to each con-
nection is proportional to the size of that connection’s window.
Then li, the number of lost packets of connectioni, is given by

li =
wi

W
·N (8)

B.4 Derivation ofp(wi, ti)

Using Eqs. (7) and (8), we can obtain the following equation
for p(wi, ti):

p(wi, ti) = min
(

1, poverflow · li
wi

)
(9)

C. Analysis for RED router case
In RED, the packet loss probability is determined from the

average queue size and control parameters by Eq. (1). But be-
cause our analysis is based on the Markov process model, we



use instead of Eq. (1) the following function for the packet dis-
carding probability of RED. That is, we use the instantaneous
queue length (q) instead of the average queue length (avg).
This makes little difference with regard to the packet discard-
ing probability of RED becauseq always fluctuates aroundavg.

p′
red(q) =


0, if q ≤ minth

q − maxth

maxth − minth

maxp, if minth ≤ q ≤ maxth

q·maxp+(q−maxth)

q
, if q ≥ maxth

The third form of this equation corresponds to the case where
the queue length equals or exceedsmaxth and all of incoming
packets are dropped. Note that the previous work [5-7] did not
consider this condition. Although the above equation is an ap-
proximation for the behavior of the RED router, in Section IV it
will be shown to a good estimate of the packet discarding prob-
ability of RED.

To calculatep(wi, ti) for the RED router, we first derive the
average packet loss probability of the RED router by using a
steady–state analysis. Note that the appropriateness of using
the average queue length of a RED router to derive the window
size distribution of a TCP connection has been already validated
in [5]. Here we useW∗ and q∗ to respectively represent the
steady-state values of the total window size ofN TCP connec-
tions and the queue size. i.e.,

W ∗ = 2τρ + q∗ (10)

The mean window size of each connection becomesw∗ =
W ∗/N . Since RED discards the incoming packets with proba-
bility pred(q∗), the following equation should – from Eq. (6) and
considerations similar to those that in Subsection III-B.2 – hold
in the steady state:

W ∗ =

N




w∗∑
j=1

(
w∗
j

)
p′

red
(q∗)j(1 − p′

red
(q∗))w−j 1

2j
w∗

+(1 − p′red(q
∗))w∗

(w∗ + 1)
}

(11)

We obtainq∗ and W∗ by solving Eqs. (10) and (11). If the
window sizes of the other connections except connectioni are
equal toW∗/N , the current queue size (q) is given by

q =
N − 1

N
W ∗ + wi − 2τρ

where wi is the current window size of connectioni. Then
p(wi, ti) is given by

p(wi, ti) = p′red(q) (12)

IV. N UMERICAL RESULTS AND DISCUSSIONS

In this subsection, we examine the accuracy of our analysis
approach by comparing its results with the results of simula-
tion experiments, and we discuss the fairness of TD and RED
routers. The simulation results were obtained by using ns-2 sim-
ulator [15].

We set as network parametersρ = 187.5 [packets/sec] (�
1.5 [Mbps]), τ = 2 [msec] andN = 1, 000 (refer to Fig. 1). The
analysis and simulation results for TD and RED router cases are
shown in Fig. 2, where probability density is plotted as a func-
tion of the window size of the TCP connection. The buffer size

TABLE I

EFFECT OFmaxth ON THE THROUGHPUT AND FAIRNESS.

Router Discipline Throughput Fairness

TD 1.38 [Mbps] 0.80
RED (maxth = 8, 000) 1.41 [Mbps] 0.94
RED (maxth = 5, 000) 1.41 [Mbps] 0.95
RED (maxth = 3, 000) 1.42 [Mbps] 0.81

B for TD and themaxth for RED are both set to 8,000 [packets]
(Fig. 2(a)), to 5,000 [packets] (Fig. 2(b)), and to 3,000 [packets]
(Fig. 2(c)). These results show that the analysis gives a good
estimate of the window size distribution regardless of the buffer
size. Even for a buffer size of 3,000 [packets], which is too
small for 1,000 TCP connections in the TD router (only three
for each connection) and many buffer overflows take place at
the router buffer[9], the analysis results are very close to the
simulation results and our analysis well follows the behavior of
TD router.

Furthermore, comparing the results of TD and RED routers in
Fig. 2, we can make the following observations about their fair-
ness. When the TD’s buffer size is equal to the RED’smaxth,
the window size varies more widely for TCP connections at
the TD router. This can be understood more clearly by look-
ing at Fig. 3, which shows the analysis results of 99.99% and
99.9999% values of the window size distribution. We can see
that TCP connections at the TD router tend to have much larger
window sizes than those at the RED router. That is, the RED
router results in a smaller dispersion of the window sizes, which
implies that the RED router improves fairness among many TCP
connections.

When themaxth of the RED router is set too small, however,
the fairness of the RED router is degraded. This can be seen in
Fig. 2(c), where the probability of a very small window size
(< 5) is much higher than in Figs. 2(a) and 2(b). Whenmaxth
is too small, RED’s probabilistic packet dropping does not work
well, and the incoming packets are discarded in bursts. This
situation corresponds to the third form of Eq. (10): when the
queue length exceedsmaxth all incoming packets are dropped.

The total throughput of the bottleneck link and the fairness
values through simulation experiments are shown in Table I. We
use afairness index defined in [16] to evaluate fairness. When
that the throughput of the TCP connectioni is denotedxi and
the number of TCP connections is denotedn, the fairness index
f is defined as follows:

f =
(
∑n

i=1 x = i)2

n
∑n

i=1 x2
i

(13)

Note that the value off ranges from 0 to 1, and a larger value
shows a better fairness.

Table I clearly shows that while the throughput of RED re-
mains almost same as that of TD regardless of themaxth value,
RED can provide better fairness than TD ifmaxth is set appro-
priately. However, it does not help improve the fairness when
a too small value ofmaxth is used. Therefore,maxth for the
RED router should be large enough for the number of connec-
tions accommodated at the router. In [10, 11], the authors have
concluded that there is little reason to deploy RED to Internet
routers since RED routers cannot provide not so much through-
put improvement of the bottleneck router and that it is some-
times lower than that of TD routers. We make the opposite
conclusion. RED is still valuable to apply to the router since
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Fig. 2. Analysis and simulation results.
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it can improve the fairness among connections under the condi-
tion thatmaxth is appropriately chosen.

V. CONCLUSION

This paper has described a new analysis method using the
Markov process model to determine the window size distribu-
tion of many TCP connections sharing the bottleneck router.
We considered the RED router and the TD router, which drop
incoming packets probabilistically and in bursts, respectively.
Through numerical examples, we have shown that our analy-
sis can give good estimates of the window size distributions
at TD and RED routers. We have also discussed the fairness
of TD and RED routers by using the analysis results and have
concluded that RED is very effective in improving the fairness
among many TCP connections.

In the past literature on stochastic/Markov modeling of TCP
behavior, as well as in this paper, the homogeneous network
model, where all TCP connections have the same propagation
delays, has been used. The fundamental characteristics of the
TCP has been revealed through these studies, but in the future
we will extend the analysis in this paper and treat the network
model in which each TCP connection has a different propaga-
tion delay and bandwidth. This will make clear the effect of the
propagation delay on the window size distribution of each TCP
connection. We also plan to use the analysis in this paper to
estimate the throughput of TCP connections.
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