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Abstract When a considerable amount of UDP traffic is injected into the Internet by distributed multimedia applications,

it is easily driven congested. Consequently, bandwidth available to TCP connections is oppressed and their performance
significantly deteriorates. In order that both multimedia applications and TCP-based ones fairly co-exist in the Internet, it
becomes increasingly important to consider the inter-protocol fairness.

In this paper, to take into account the quality degradation caused by packet loss in video quality adaptation, we propose
the video quality adjustment mechanisms which accomplish the high-quality, stable, and TCP-friendly video transfer under
a lossy environment in cooperation with the FEC (Forward Error Correction) technique. Our mechanism adjusts the video
quality in accordance with the TFRC (TCP-Friendly Rate Control) rate, the packet loss probability, and the video quality.
Through simulation experiments, we show that our proposed method can provide high-quality, stable and TCP-friendly video
transfer even in the unstable and lossy Internet.
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1 Introduction VOP (Video Object Plane)
It has been pointed out that selfish UDP traffic injecte

by multimedia application easily dominates network bant g oo et
width and drives the network into congestion. As a resul  Layer
the bandwidth available to TCP connections is oppress Embedded DCT

and their performance extremely deteriorates. 1 I [
THrHT

In order that both TCP and UDP sessions fairly co-exi:
inthe Internet, itis necessary to consider the fairness amc

Base Layer { |

sessions. In recent years, several researches have bee et

cused on the investigation of the “TCP-friendly” rate con GOV (Group Of VOP)

trol [1-7]. “TCP-friendly” is defined as “a non-TCP con-

nection should receive the same share of bandwidth as a Figure 1: An example of FGS video structure

TCP connection if they traverse the same path” [4]. A TCP-
friendly system regulates its data sending rate according to
the network condition, typically expressed in terms of the
round-trip-time (RTT) and the packet loss probability, to
achieve the same throughput that a TCP connection woul

In this paper, to take into account the quality degrada-
tion caused by packet loss in video quality adaptation, we
gPropose the video quality adjustment mechanisms which ac-

acquire on the same path. In particular, TCP-Friendly Rate complish the high-quality and stable video transfer under a

Control (TERC) proposed in [5] has the feature of adjusting lossy environment in cooperation with the FEC (Forward

a transmission rate so smoothly while coping with network Egor Cor:.ect_lon) tecgmque. ?urr] m_lt_a':cg?:msm agjusts tkhe
congestion. Therefore, TFRC has been receiving attention?'?€0 dua |ty_|n accordance with t e rat_e, the packet
loss probability, and the resultant video quality. Through

as the effective rate control mechanism for realizing mul- ™ ; .
simulation experiments, we show that our proposed method

timedia communications fairly sharing the network band- ide hiah i bl d TCP-friendly vid
width with TCP data sessions. It is meaningful to consider can provige hign-qua lty, stable an -inendly video
éransfer even in the unstable and lossy Internet.

TCP-friendly video transfer because many researchers ar ™ . ized foll In Section 2
engaged in investigations on packet scheduling algorithms € paper IS organized as Toflows. In eC'FIOI’l , We
briefly introduce the FGS video coding algorithm, the

on a router with which ill-behaving, that is, non-TCP flows X ; »
are penalized aiming to provide QoS-guaranteed service in,TFRC mecham.sm, and our G'thh mthod proposed
the Internet. in [8].. In S.ect|on 3,.We investigate the influence on thg
In our previous work [8], we have focused on MPEG- perceived yldeo qyallty by packet loss and shortly _exp_laln
4 video systems which have highly efficient coding algo- FEC technique which enables high- and stable-quality video
transmission by protecting the video data against packet

rithms and error resilience capabilities for TCP-friendly | Th d . lity ad ; h
video transmission over the Internet, which consists of vari- '0>> €N, We propose a dynamic qua Ity adaptation mech-

ety of networks such as PSTN, ISDN, ADSL, CATV, FTTH, anism fqr a _Iossy I_nternet gnvironment. We .evaluate our
wireless networks, and optical fiber networks. In considera- mechan_lsm in Section 4. F_lnally, WE summarize our paper
tion of TCP-friendly MPEG-4 video transfer with a flexible and outline our future work in Section 5.
rate control, we have employed the Fine Granular Scalabil- . . .
ity (FGS) [9-12] as a video coding algorithm to accomplish 2 FGS Video Transfer with TCP-friendly
scalable rate adjustment, and the TCP-Friendly Rate Con- ~ Rate Control
trol (TFRC) [5] as an underlying rate control protocol. In this section, we briefly introduce (1) the FGS (Fine
If an application successfully adjusts its sending rate to Granular Scalability) algorithm [9-12] which is excellent
the TFRC rate, TCP-friendly data transfer can be accom-in adaptation to the bandwidth variation among MPEG-
plished. However, TFRC itself does not consider the in- 4 video-coding standards, (2) TFRC (TCP-Friendly Rate
fluence of the TCP-friendly rate control on the application- Control) [5], which accomplishes fair-share of bandwidth
level performance. For example, the TFRC sender changesamong TCP and non-TCP connections, and (3) our FGS
its sending rate at least once a RTT. Such a frequent ratevideo rate control method proposed in [8].
control obviously affects the perceived video quality when
a video application regulates amount of coded video data by2.1 FGS Video Coding Algorithm
controlling video quality according to the TFRC rate. Thus, To cope with the TCP-friendly rate control mechanism,
we have tackled some issues including appropriate controlvideo applications should adjust video traffic rate to the de-
interval, video quality regulation, and video rate adapta- sired value by controlling the amount of video data. Since
tion. We have proposed some rate control methods to ac-the amount directly corresponds to the video quality, rate
complish TCP-friendly video transfer with consideration of control can be accomplished by regulating video quality.
the application-level performance. Through simulation ex- In this paper, expecting higher flexible and scalable rate
periments, it has shown that high-quality, stable and TCP- adjustment capability, we employ a Fine Granular Scalabil-
friendly video transfer can be accomplished by regulating ity (FGS) video coding algorithm [9-12] that is a compres-
video rate at an interval of group of pictures. However, we sion method suitable for video streaming applications and
have not taken into account packet loss within the network is being introduced into MPEG-4 standards. Figure 1 illus-
so that we could investigate the ideal performance of the trates a basic structure of the FGS video stream. A FGS
TCP-friendly MPEG-4 video transfer. video stream is composed of a sequence of VOP (Video



Object Plane), which is the basic unit of image data and is
equivalent to the frame or picture of MPEG-1 and MPEG- rate
2. A sequence of VOPs beginning from an I-VOP is called
GOV (Group Of VOP) and defined by two parameters; the target —1
number of P-VOPs between two I-VOPs and the number rate G
of B-VOPs between two | or P-VOPs. FGS is also catego- } )
rized into a layered coding algorithm. An FGS video stream
consists of two layers, Base Layer (BL) and Enhancement
Layer (EL). The BL is generated using motion compensa-
tion and DCT (Discrete Cosine Transform)-based conven-
tional MPEG-4 coding algorithm, and it provides minimum ¢
picture quality. The EL is generated from the BL data and
the original frame. The embedded DCT method is em-
ployed for coding EL to obtain fine-granular scalable com-
pression. By combining BL and EL, one can enjoy higher
quality video presentation. the TCP-friendly rate control on the application-level per-
The video quality depends on both the encoding param- formance/quality. For example, the TFRC sender changes

eters (quantization scale, etc.) and the amount of supple-ts sending rate at least once a RTT. Such a frequent rate
mental EL data added. Even if only little EL data is used control obviously affects the perceived video quality when
in decoding a VOP, the perceived video quality is improved. a video application regulates amount of coded video data by
Thus, it is effective to send as much EL data as possiblecontrolling video quality according to the target rate. Thus,
in addition to the BL data as far as the video sending rate to accomplish TCP-friendly video transfer with considera-
is higher than BL rate. Losses of the BL data have a sig- tion of the application-level performance, i.e., video quality,
nificant influence on perceived video quality because BL is we have considered the several issues such as control in-
indispensable for decoding VOP. Compression efficiency of terval, video rate adjustment, and BL rate violation, in [8].
the EL data is not high since EL is coded without motion Then, we have proposed “G-&nooth” video rate adjust-
compensation technique. However, the EL data have thement method whose mechanism is described below.
outstanding error tolerance because of the scalable coding 1. control interval
algorithm and the locality of error propagation because loss The interval that TFRC notifies the upper application
of EL data only affects its VOP. of a new sending rate does not match the point that the
application can change its data structure or amount. Con-
sidering the FGS video structure shown in Fig. 1, the tar-
get rateGG; of GOV; is defined as the TFRC rate at the
beginning of GOV, as illustrated in Fig. 2.
2. video rate adjustment

Adjustment of the FGS video rate to the target rate is
performed by adding a portion of the EL data to the BL
data. In the G-Gmooth method, the video rate averaged
over GOV, satisfies the target ratd;. The rateE; of
the EL data added to each VOIR the GOV is given as
E; = (NGi — > _vop.ccov, Br)/N whereN and By,
stands for the number of VOPs in a GOV and the BL data
rate, respectively. It is intended to achieve the smooth
variation of video quality by equalizing the amount of
supplemental EL data among VOPs, while the video rate
may instantaneously exceed the target rate.
3. BL rateviolation

In the case that the available bandwidth becomes
smaller by the occurrence of network congestion, the BL

VOP Number

Figure 2: “G-Gsmooth” video rate adjustment method

2.2 TFRC: TCP-Friendly Rate Control

TFRC [5] is a mechanism to have a non-TCP connection
behave similarly to, but more stable than a TCP connection
which traverses the same path. For this purpose, a TFRC
sender estimates the network condition by exchanging con-
trol packets between the sender and receiver to collect feed-
back informations. The sender transmits one or more con-
trol packets in one RTT. On receiving the control packet the
receiver returns a feedback information required for calcu-
lating RTT and estimating the loss event ratg,.. The
sender then derives the estimated throughput of a TCP con-
nection which competes for bandwidth on the path that the
TFRC connection traverses. The estimated TCP throughput
rrop IS given as:

MTU (1)
rTCP~ |
RTT ) 242 4Ty (3 2 )pepre (143207,.)

whereT} stands for retransmission timeout [2]. Finally, an

application on TFRC adjusts its data rate to the estimated

TCP throughputrrcp by means of, for example, video
quality regulation. From now on, we call the estimated TCP
throughputr ¢ p, which determines the target rate of the

rate occasionally exceeds the target rate. Since the BL
data are crucial for video decoding, they are always sent
out and an excess is managed by reducing the EL rate
of the following VOPs or GOVs. The excess is divided

and equally assigned to the rest of VOPs in the GOV, thus

application-level rate regulation, as “TFRC rate”. averaged rate over several VOPs matches the target rate.
2.3 FGSVideo Transfer on TFRC Connection
If an application successfully adjusts its sending rate to the

) L ossy Environment
TFRC rate, TCP-friendly data transfer can be accomplished. der ah 0 q dthat G h hod
However, TFRC itself does not consider the influence of " [8]: we have demonstrated that Gsooth method pro-
posed for the video rate control provides a high- and stable-

3 TCP-friendly MPEG-4 Video Transfer un-
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Figure 4: FGS video quality(= 103, rate = 1 Mbps) iI;i/gure 6: Relationship between average rate and video qual-
quality video transfer on TFRC sessions. In those simu-
lations, we have not taken into account packet loss within
the network so that we could investigate the ideal perfor-
mance of the TCP-friendly MPEG-4 video transfer. How-
ever, any kind of TCP-friendly rate control such as TFRC
cannot avoid packet loss in nature.

In this section, we propose the video quality adjustment
mechanisms which accomplish the high-quality video trans-
fer under a lossy environment in cooperation with the FEC
(Forward Error Correction). We first start by investigation
of basic characteristics of our scheme described in the las
section, i.e., G-Gmooth, under a lossy environment. Then
we propose hew mechanisms and evaluate them.

each packet of 1 Kbyte-length is examined and lost at the
given packet loss probability.

For the packet loss probability af) =4, none of about
1,860 packets was lost and no quality degradation was ob-
served. As the packet loss probability increases, a video
stream with a smaller quantizer scale begins to be affected.
Comparison among the figures indicates that the smaller the
guantizer scale is, the higher the level of degradation is.
The degradation of video quality is notable in the case of
tQ = 3 owing to the loss of BL data. In the cases(pf= 11
and31, annoying spike-shaped degradations were observed.
The subjective video qualities in terms of MOS were 3.95,
3.88, 2.63 for video streams with ¢ = 3, 11, and31,
respectively, al0—2 of packet loss probability. From the
result of MOS (Mean Opinion Score) evaluation, we can
In Figs. 3 through 5, we show results of experiments for the S€€ that users tend to feel uncomfortable by spike-shaped
case that a video sequence “coastguard” is coded at an aydegradations, that are perceived as flickers. On the other
erage rate of 1 Mbps. “coastguard” is a QCIF-large video Nand, degradations caused by the loss of BL data, which
sequence and played back at 30 fps. These figures shovast during a while, is rather acceptable. Therefore, we con-
the video quality variation when only successfully received C€lude thatwe need to protect both EL and BL data and itis

video data are decoded. Each of these figures corresponds tBetter to employ as small a quantizer scale as possible.

the packet loss probability ab—*, 10~3, and10~2, respec- We also conducted experiments for the other settings of

tively. In each of these figures, results for three quantizer the video rate. All results are summarized in Fig. 6 in terms

scales, i.e., 3, 11, and 31, are depicted. In the experiments2f the average SNR, the average video rate, and the quan-
tizer scale, for different level of packet loss. Despite tra-

3.1 Investigation of the Influence of Packet Loss on
Video Quality
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Figure 7: An example of FEC technique
no additional delay at the sender. The sender has only to

jectories of quality variation depicted in the figures, average store copies of the information packets uktackets have

SNR is higher when we choose smaller quantizer scale re_been sent. Theq the N k redundancy p_ackets are gener-
gardless of the average video rate and the packet loss prob@ted and transmitted just after the last information packet.
ability RS (n, k) can generally correct = | 25£ | symbol errors.
Consequently, we should send the video stream of theWith the knowledge of the error position, it can correct up
smallest quantizer scale within the range of the possible rate

to f = n — k symbol errors, that is, the information pack-
if we want to attain a higher quality video transfer with the ets can be reconstructed from any subset obrrectly re-
limited bandwidth. However, the perceived video quality

ceived packets using erasure decoding [17]. Itis applicable
with such a smaller quantizer scale suddenly fluctuates un-10 Our case because each packgt contains its packpt hum-
der a lossy environment. Therefore, in order to accomplish ber, and therefore the gxact positions of lost packets in BOP
a stable-quality video transfer, we should employ a mech- are known at the receiver. As soon as a&npackets of a
anism to minimize the influence by packet loss on video BOP have been received, all lost information _packets can
quality. In the following subsection, we consider the effec- be recons_tructed. Thus, our FEC scheme requires a receiver
tive control mechanisms using a FEC technique to protect buffer which can at least hold packets. However, the re-
the video quality against packet losses. ceiver does not need to defer play-back as far as there is no
packet loss. Even when one or more packets are lost, they
32 FEC: Forward Error Correction are recovered as soon as the receiver obtajmeckets.

In this subsection, we briefly introduce the FEC (Forward 10 evaluate the effectiveness of an RSK) code under

Error Correction) technique employed in [13, 14], which & lossy environment, we need t_o know the probability thgt

enables high- and stable-quality video transmission by pro- More tham — k packets are lostin a certain network condi-

tecting the video data against packet loss. tlo_n: We can compute this probability if we know the prob-
The idea of the Forward Error Correction (FEC) in a @bility P(im, n) thatm out ofn packets are lost>(im, n) is

packet oriented video transmission scheme is to generatéc@lled the block error density function. Itis a simple bino-

redundant packets at the sender, which can be used at thelal distribution in the case of a memoryless channel with

receiver to recover lost video data packets as illustrated9iven packet loss probability as follows,

in Fig. 7. As far as the number of lost packets is be-

low n — k, k of information packets can be reconstructed P(m,n) = <n>Pi'{Zk(1 — Piine)" ™™ (2)

from successfully received packets. We use Reed-Solomon m

(RS) codes [15] for forward error correction in this paper. \yherep,; , isthe actual packet loss probability observed in

RS codes are perfectly suitable for error protection againstine network. We can derive the probabili., that the

packet loss, because they are maximum distance separablgyaq packet is lost by using the following equation.
codes, i.e., there are no other codes that can reconstruct

erased symbols from a smaller number of received code n

symbols [16]. > P(mn)=1-(1- Py, 3)
An RS code defined by RS:(k) can be easily em- m=n—k+1

ployed for protecting packets against loss if théength that is

codewords are formed acrassource information and— & '

redundant packets as shown in Fig. 8 where weruse 6 "

andk = 4. FEC coding is performed against each BOP Pyideo =1 — 51— Z P(m,n). 4

(Block of Packet). A BOP consists ef parts, or blocks ———

of packets as illustrated in Fig. &. is called the codeword

length. Note that the scheme depicted in Fig. 8 introduces




3.3 Dynamic Quality Adaptation Mechanism with
Packet-Loss Protection for TCP-friendly FGS

Table 1: Averaged PSNRX = 3, Sending rate = 1 Mbps)

Video Transfer

In accordance with the considerations given in the previous

subsection, we propose a dynamic quality adjustment mech-

anism which obtains the video transfer of stable quality.

Our mechanism explicitly reacts against packet loss and

employs the FEC technique to protect video data from

packet loss. To accomplish the efficient control, we have
to consider how much redundant packets should be addedT b
to the video packets under a lossy environment. Specifi- a

cally, introducing redundancy decreases the bandwidth that
the server can use to transfer video data. When the system

faces to a congestion, the target rate given by the TFRC al-

gorithm is decreased. At the same time, the sender should

increase the number of the redundant packets to achieve a

higher level of protection against the higher loss probability.

Pta7‘get
Pove 102103107 ]10°°
10~1 (25.46) || 36.27 | 39.02 | 39.59 | 39.64
1072 (36.74) 40.01| 39.98| 39.93
1073 (39.81) 39.98 | 40.08
1077 (40.22) 39.97
le 2: Averaged PSNR)X = 11, Sending rate = 1 Mbps)
Pta7‘get
Prve 102]10°%]10"]10°°
101 (26.15) || 34.53| 35.20| 35.13 | 34.91
1072 (35.50) 36.32| 36.28 | 36.26
1073 (36.77) 36.67 | 36.53
10~7(36.80) 36.68

Consequently, the bandwidth left for the video data become
suppressed very much and as a result, the video quality isTap

le 3: Averaged PSNR)X = 31, Sending rate = 1 Mbps)

expected to deteriorate.

Tables 1, 2, and 3 provides results of evaluations on

effects of the FEC protection under lossy environments.

The video stream “coastguard” is coded at the average rate

of 1 Mbps. Each table corresponds to different quantizer

scales, i.e., 3, 11, and 31. The settingtf., the average
of actual packet loss observed on the path, is shown in the

Pta7‘get
Poe 100°2]103]10*]10°
1071 (26.83) || 33.71| 34.10| 33.91 | 33.74
1072 (33.45) 34.80| 34.83| 34.73
1073 (34.81) 35.05 | 34.94
10~ (35.14) 35.05

leftmost columns with a corresponding average SNR which
is obtained when no protection is applied. The other four

A new dynamic quality adaptation mechanism in coop-

columns list the average video quality in terms of SNR when gration with FEC becomes as follows.

FEC is employed to achieve the target probability,; et
under a lossy condition of correspondify,.. For exam-
ple, the top and leftmost value of Table 1 indicates that the
video quality becomes 36.27 dB when the video stream is
coded with a quantizer scale of 3. To improve the packet
loss probability observed at the client frard —! to 1072,

112 Kbps out of 1 Mbps is devoted to the redundant pack-
ets and video traffic is adjusted to average rate of 888 Kbps.
Here the rate dedicated to FEC redundant traffigz; ¢, is
givenasG, x f/n whereG;, f, andn are the TCP-friendly
sending rate by Eq. (1) at the beginning of GQ¥he num-

ber of redundant packets, and the number of sending packets
within the GOV;, The number of redundant packetge-
quired to achieve the target packet loss probahifity, 4.
under a lossy condition of the packet loss probabifity,.

is derived from the following equation, respectively.

=l 3 (0)

i=f+1

Observations on each row indicate that there is a trade-
off between the level of protection and the video quality. In
the congested environment, i.&,,. = 10~ and10~2, in-
troducing redundancy improves the video quality to some
extent. However, beyond the target probability 16f—3
in most of the cases, the video quality deteriorates since
overhead becomes evident. Especially when the network is
lightly loaded, i.e.,P,,. = 104, redundancy only disturbs
the video transfer.

P{j’ve(l - Pa’UE)n_i

S 1-— (1 - Ptarget)n_f} (5)

1. Determine the TCP-friendly sending rateé; by

Eqg. (1) at the beginning of GOV based on the
feedback information RT'T’, p;s..) obtained by the
TFRC algorithm.
. Derive the probability of the actual packet l05%, 1,
by dividing the number of lost packets by that of sent
packets in the preceding GOV time. Information re-
quired for the derivation is obtained through a feed-
back mechanism of TFRC or a dedicated mechanism.
. Calculate the smoothed packet loss probabifity.
by applying the exponential moving average em-
ployed in TFRC. That is,

Yoo wiP i—i
Z§=1 Wi

Weighting parametew; is determined as the follow-

ing equations

wi:{
)

. Determine the redundant rateg ¢ to achieve the tar-
get loss probabilityP;,, ge: from Py, andG;.

. Determine the sending rat,;q., allocated to the
video data by subtracting the FEC redundant rate
rrec from the actual sending rate;.

. Apply the G-Gsmooth mechanism to the determined
video rateR ,;geo-

. Generate redundant packets at the redundant rate
rrpc and send them in addition to video packets.

Poye = (6)

1<i<4
9

4<1<8

)
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4 Simulation Results

In this section, we evaluate the effectiveness of our dy-
namic quality adaptation mechanism proposed in the pre-

vious section through simulation experiments. Our mech- tecting the video quality from degradation caused by packet
anism is based on the “G-Gnooth” method, which pro- . Although packets are lost at probability 2 to 10~

vided a high- and stable-quality video transfer on TFRC ses- .

g 6 I
sions as demonstrated in our previous work [8]. As shown n rt]hf neftvl\éoEr(I;, 'Z'S suppreltsse% towa]r@lll tg 10 Wltht bl
in Fig. 9, a simulated network consists of two nodes and a help o - As aresult, video quality becomes stable

one 10 Mbps bottleneck link of 15 msec delay connecting ﬁ\;fnmg{;%edr;:?f;?s?%;er&rﬁ ggvggar:t]ig?ltov:cgsoanueriltgI_
them. Each node has thirty end systems via 150 Mbps ac- 9 N Y-

cess links of 5 msec delay. The end systems on one nodRingever, quality degradation due to loss of BL data is no-

these figures, the target packet loss probabitigy. 4. is set
to10~2 and10~%.
We can see that the FEC technique is effective for pro-

- ) o 3
behave as senders and the others are receivers. Ten TF (ieali)rlr? \I,i\lhe'?thEtﬁ 'S :a{gettilng tatrthf %r];i)?f 'i"t);m{_ f'
connections, ten TCP connections and ten UDP connection§ tsiv pnes ha ii %2 ?[Cn(t) n a ges tseri s no ?(-tl
compete for the bottleneck bandwidth. In the following ex- ectivé enough against instantan€ous DUt SErious packet 10ss.

- N
periments, the frame rate of coded video is 30 fps and the Wh_e nwe apply the targeF loss probability 16f~, th.e
number of pictures in GOV is 30. bandwidth available to the video data becomes obviously

H _ -3
In Figs. 10 through 12, we show simulation results of Itﬁwgr than tf(;a;ér%thedcaze (ﬁt“’;g\et -~ 10“ trt:ecg;se of it
the method with the FEC technique and without it, respec- ¢ ncreéase redundancy. As aresult, the video quality

tively. In the case of the original G-8nooth method, the becomes lower for loss-free GOVs. However, trajectories of
guantizer scale df is used during a session. On th’e other quality are kept s_table owing to a higher I(_eyel of protection
hand, the quantizer scale 6fis applied in the case of the targetgd at Fhe V|deo.packet loss probabilitylof*. The .
method with the FEC since the actual video rate is sup- perceived wdep quality becomes_ much better than th_at n
pressed by FEC packets. Figure 10 shows the rate variatio he case of using the .method without the.FEC technlqu_e.
of the bandwidth allocated to the video dafd,;q.,. Tra- _xamples ofimages displayed on the monitor are ;hown n
jectories of perceived video quality under the lossy environ- Figs. 13. and 14 for the method_wnhout FEC and with FEC’
ment are shown in Fig. 11. Figure 12 depicts the variance of respectively. Thus, on the basis of the above observations,
packet loss probabilitie®yieo, Pink, and P, Through we conclude that choosing the target packet loss probability
viaeoy mKy aver
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