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あらまし MPλS の問題点を論じ、フォトニックパケットスイッチングをその究極のソリューションと位置付ける。
次に光符号フォトニックラベルを用いたフォトニックパケットスイッチのアーキテクチャを提案し、その構成方法
を述べる。最後に、そのスイッチングパーフォーマンスを明らかにする。 
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Abstract  First, we will discuss the limitations and difficulties of MPλS, and we will address that the photonic packet 
switching will be an ultimate solution to solve the problems of MPλS. Next, we will focus on the OC-based photonic packet 
switching. The advantages of OC-based photonic packet switching include ultrafast photonic label processing capability, 
optical buffering using WDM fiber delay lines incorporating with ultrafast wavelength conversion. Finally, the switching 
performance of the proposed photonic packet switch will be presented.  
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1.    INTRODUCTION 

Recent progress of wavelength division multiplexing 
(WDM) technology has significantly increased the 
point-to-point link capacity, providing scalable 
bandwidth for rapidly growing internet traffic demands. 
However, the capacity increase tends to shift the 
network capacity bottleneck from the link to the node 
due to rather slow packet processing capability in 
electronic layer at the node. 

One promising technique to alleviate the bottleneck is 
via circuit-switched MPL(ambda)S (multi-protocol 
lambda switching)  or MPλS technology [1,2] (Fig.1). 
The MPLS performs destination-based forwarding 
decisions only at the edges by eliminating forwarding 
task at the core nodes. MPλS is an extension of MPLS 
concept, enabling traffic engineering by provisioning 
wavelength paths or optical paths to establish a logical 
topology over WDM link network [3]. It allows the 
cut-through of the traffic not to be terminated at the node, 
and this is powerful to alleviate the load of router at the 
node. However, MPλS still poses several limitations such 
as a coarse forwarding granularity, small label space etc..  

Photonic packet switching might be an ultimate 
solution in the long run to overcome the above problems 
of MPλS. It has been extensively studied; for example, 
the European KEOPS project has shown a 
broadcast-and-select switch [4], where wavelength 
converters are used to perform space switching and delay 
selection. Packet contention at the output ports can be 
resolved by utilizing fiber delay lines. Another example is 
the WASPNET prototype [5] that uses currently available 
optical devices such as tunable wavelength converters, 
arrayed waveguide gratings (AWG), and fiber delay lines 
to resolve contention. However, these photonic packet 
switches still rely on relatively slow electronic header 
processing and hence can provide the line interface only 
up to the bit rate of 10Gb/s. 

To overcome both the problems of circuit-switched 
MPλS and slow electronic header processing in 
conventional photonic packet switchings, optical code 
(OC)-based photonic packet switching has recently been 
proposed [ 6]. 

In this paper, first we will discuss the limitations and 
difficulties of MPλS, and we will address that the 
photonic packet switching will be an ultimate solution to 
solve the problems of MPλS. Next, we will focus on the 
OC-based photonic packet switching. The advantages of 
OC-based photonic packet switching include ultrafast 
photonic label processing capability, optical buffering 
using WDM fiber delay lines (FDLs) incorporating with 
ultrafast wavelength convertors. Finally, the switching 
performance of the proposed photonic packet switch will 
be presented. 
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Fig1. MPλS network and its forwarding algorithm 

2. WHY PACKET SWITCHING?  
AND WHY PHOTONIC ?            

2.1   Limitations of MPλS  
There have been pointed out some problems with 

MPλS [7]. A foremost difficult problem in MPλS is a 
capacity granularity; the unit of the bandwidth between 
edge node pairs of the MPLS domain is a wavelength 
capacity. It may be sometimes too large to accommodate 
the traffic between node pairs. Label (wavelength) 
merging and splitting in optical domain are fundamentally 
impossible in MPλS. The number of available 
wavelengths is too small for the label space to 
accommodate all the paths required (Table 1) as the 
wavelength resource is not abundant [8]. A few hundreds 
and even 1,000 wavelengths might be required as the 
labels for a nationwide backbone network [9]. 

 



  

Table 1 Photonic label space 

Wavelength

Subcarrier

Optical 
code

Number of
codes Problems

Roughly 
1000

Roughly
100

Abundant

Difficulties in
merge & split

Speed
< 40Gb/s

Impairments in 
transmission

Label processings

Optical filtering

RF filtering

Optical correlation

Table.1  
 

Another problem is how to establish the logical 
topology using optical paths suitable to deploying IP over 
WDM networks. The existing approaches impose that the 
traffic pattern is known a priori. This assumption is 
unrealistic because it is impossible to forecast the future 
traffic demand. The traffic load may be estimated by the 
traffic measurement. It implies that the traffic load can be 
known only after the network is established and operated. 
However, the existing approaches can determine the 
entire topology only after the traffic load is known. The 
bottleneck at the ingress and egress label switching 
routers (LSRs) is another problem in MPλS network. This 
is due to the traffic congestion as well as the insufficient 
capability of e-routers at the edges. One solution is to 
distribute packet processing, for example, by introducing 
WDM ring at the edge LSR [7]. However, we will end up 
with a demand for more powerful packet routers. 

2.2 Limitaions of e-routers 

In current e-router routers a bottleneck is caused by the 
longest prefix match for each incoming packet. The speed 
of a lookup algorithm of the routing table is determined 
by the number of memory accesses it requires to find the 
matching entry, and the speed of the memory access. The 
memory access time typically ranges from 10ns to 60ns. 
If an algorithm performs eight memory-lookups with a 
memory access time of 10ns, 12.5 million lookups/s can 
be performed [10]. The bit rate of the link interface with 
the router is, for example, only 10Gbps. 

A physical size and electric power consumption of 
e-cross-connect (xc) switch and packet switch will 

become a severe problem in scaling up the switches as the 
network capacity grows. There is a forecast; if traffic 
volume continue to increase by a factor of four per year, 
which is the same rate as in U.S. in the year of 2000 [11], 
after two or three years the size of e-xc switch at 10Gbit/s 
becomes double or triple, and the e-packet switch at 
10Gbit/s becomes larger than optical counterpart by a 
factor of 2 to 30. It is predicted that the e-power 
consumption of e-xc switch and e-packet switch will 
become lager by a factor of two to three, compared to 
optical switches regardless of the bit rate[12]. 

From the viewpoints of the processing capability of 
e-routers and the physical size and e-power consumption 
of e-XC switches, photonic technologies should be only 
an option to solve the above problems. In Table 2 the 
requirements which “next-generation” photonic packet 
switching has to achieve to meet demads for the future 
optical networkings are summarized. The packet 
processing over 1,000 times as powerful as e-router has 
might be requisite. 

 
Table 2 Requirements for photonic packet switching 

Note 1 : Current electronic router
Note 2 : pps = Packet per second

　Performance

Processing capability

Line bit rate

Number of 
address entries

　　Target

1-100 [Gpps]
10-100 [Mpps]

1-100 [Tbit/s]
10G [bit/s]

1k-10k
10k-100k

Table.2  

3. OPTICAL CODE-BASED PHTONIC 
PACKET SWITCHING  

3.1 OC-photonic labels and the label 
processing 

As shown in Fig.2, a basic idea of photonic packet 
switching is to encapsulate an IP packet into the photonic 
wrapper, which has a photonic label in the header as the 
identifier and perform forwarding using photonic labels.   



  

The photonic label is simply a relatively short, 
fixed-length identifier that bears the information of either 
the label switched path (LSP) label. We will introduce 
OC-photonic label, in which each label is mapped onto an 
optical code, a sequence of optical pulses, so-called chip 
pulses [6]. The chip itself is a short pulse, and the time 
duration of the sequence has to be within a bit time 
duration. The number of optical code increases as the 
code length increases, and it could be abundant in 
practical applications, contrast to the scarcity of 
wavelength resource for the labels (Table 1). The number 
of optical codes increases further when the multi-level 
code such as QPSK code[13] is applied. 

Link layer header 

IP packet Link layer header IP header payload 

Shim header IP header payload FEC

Photonic label Photonic wrapperIP header payload Photonic 
wrapper

Fig.2  
 

Fig.2 Concept of photonic wrapper with photonic label 
 

The photonic label processor is structured with an 
optical correlator, a time-gate, optical thresholding, and 
an optical/electrical (O/E) conversion as shown in the 
block diagram in Fig.3. The time gate, which follows the 
optical correlator, allows only the auto-correlation 
mainlobe to pass by, rejecting the sidelobes. The 
OC-photonic label recognition is based upon the optical 
correlation between the optical codes. The optical 
correlation is performed by matched filtering in time 
domain. For example, a family of optical codes of 4-chip 
long codes and their auto-correlation waveforms are 
illustrated in Fig.4. The code is bipolar, in which the 
phase of optical carrier of individual chip pulse takes two 
states of either 0 or π. In the photonic label processing, 
the correlation output is time-gated, followed by the 
thresholding. Unique to the photonic label processing is 
that no optical logic operation is involved, and this is a 

key to the ultrahigh-speed operation of label processings. 
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Fig.3 Photonic label processor 

 

Photonic label
processor

Photonic label
processor

optical 
switch

Incoming traffic

Outgoing traffic

Header with
OC-photonic label

Payload data

Optical
correlator
Optical

correlator
Time -

gate
Time -

gate O / EO / E

∆τ

t
0         T

t

Input header

T: One bit time duration

Time-spreading Time-despread
By matched filtering

Time gating

t

0   π   π   00   π   π   0

0         T 0           T
t

0            T

Photonic label processor

Fig.4  
Fig.4 Optical correlation between two optical codes  

 
There are several types of optical encoders; 

waveguide type of tapped delay line [6], fiber Bragg 
grating (FBG) [14], and holographic device [15]. The 
tapped delay line is a wave-guide device having an 
optical phase shifter on each arm, which is monolithically 
integrated on a silicon substrate. The FBG is a tiny optical 
fiber device, on which phase-shifted Bragg gratings are 
imprinted along the fiber axis. Both can generate bipolar 
optical codes. The optical encoder can be utilized for the 
optical correlator. The optical time gate has been achieved 
in an asynchronous system by using a semiconductor 
optical amplifier (SOA) based upon four-wave mixing 
(FWM)[6]. The gate width shorter than 10ps has been 
realized in the experiments. Very recently, an ultrafast 
optical thresholding has been demonstrated with 
fiber-optic nonlinear loop mirror [13]. Several high-speed 
off-the-shelf optical space switches have now become 
available. 



  

 

3.2 Switch architecture 

We have proposed an architecture of photonic packet 
switch with WDM-FDL buffering in Fig.5 [16]. It 
consists of three sections; optical switching unit, optical 
scheduling unit, and optical buffering unit. The 
wavelength converters indicated by supercontinuum light 
source with gate switches (SC + Gate) are added in the 
optical scheduling unit. The wavelength conversion 
allows incorporating WDM-FDL buffer [17] into the 
switch fabric. The WDM-FDL buffer virtually enhances 
the memory capacity by a factor of the number of 
wavelenghs W. 
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Fig.5 Architecture of photonic packet switch using 

WDM-FDL buffering 
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Fig.6 Fiber delay line buffer:Single λ vs. WDM 
 

The photonic switching unit switches packets 
according to the packet header information. The header 

information is processed based upon the photonic label 
processing described in 3.1. If the packet is destined for 
the output port O1, then the switch is set to the bar-state, 
directing the packet to the upper part of the optical 
switching unit.  

The heart of our photonic switch is the optical 
scheduling unit. To schedule the packets destined for the 
output port Oi, the scheduler Si of the output port Oi has 
to know the status of three delay lines τ0, τ1, and τ2 with 
W different wavelengths. When the packet arrives, the 
scheduler searches the shortest queue. It can be easily 
determined by the counters bi1 through biW. A simple 
comparator in hardware may implement it. Once the 
wavelength for buffering is determined to be, say, λj, the 
scheduler updates the counter bij and sets the gate for 
tuning the wavelength. All incoming packets destined for 
the output port Oi should be processed in sequence. Let D 
be a delay line unit. Then, to delay the packet during iD, 
it is put on the i-th delay line (shown by τi in the figure). 
The counter bij keeps the buffer status information for 
wavelength λj going to the output port Oi. To handle the 
variable-length packets, it is incremented when the packet 
arrives at the optical buffer. It is decremented by one for 
every D time unit. Then, the next arriving packet is put on 
the bij-th delay line. 

One problem is that we need to handle simultaneously 
arriving packets from different input ports. Each 
scheduler performs the above-mentioned operations for 
each packet exclusively for maintaining the valid counter, 
and it must not receive another packet during three-step 
operation. A time sequencer is introduced for this purpose. 
A role of the time sequencer is to delay another packet if 
the scheduler processes the packet. Since only a single 
packet arrives from an input port at a time, it is sufficient 
that a time sequencer is prepared for each input port. 

4.   SWITCHING PERFORMANCE 

We will present the numerical results of performance 
of photonic packet switching. For more detail of the 
analysis, see [16]. In numerical examples, the packet 
arrival rate is set to be in proportion to the number of 
wavelengths W, and the traffic load per wavelength is 
fixed. For simple presentation, we set the average packet 



  

length to be unity, and set D to be relative to the average 
packet length. 

The first result shows an effect of the delay line unit D 
in Fig.7. Six values of the number of wavelengths are 
considered: W = 1, 2, 3, 4, 6 and 8. The analytical results 
are plotted with solid lines. For W = 1, 2, 3 and 4, the 
simulation results are also presented to assess the 
accuracy of the analytic results. In simulation, we 
generated a billion packets. The traffic load ρ is fixed at 
0.8 and the buffer depth B is set to be 64. From the figure, 
it is clear that the optimal value of D is around 0.3 
irrespective of the number of wavelengths. Another 
observation is that the increasing number of wavelengths 
can dramatically improve the switch performance if D is 
appropriately selected. In the current example setting, the 
traffic load per wavelength is identically set. We 
confirmed that in the switch without wavelength 
conversion (W = 1) the packet loss probabilities are very 
high.  

To clearly see the effect of introducing the wavelength 
conversion in the switch, we next plot the packet loss 
probabilities dependent on the number of wavelengths in 
Fig. 8. Five values of the traffic load are used: ρ = 0.65, 
0.7, 0.75, 0.8 and 0.85. The buffer depth is set to be 64. 
The effect is apparent. Another view of the effect by the 
number of the wavelengths on is next presented for buffer 
dimensioning. Preparing the number B of delay lines for 
each output port directly affect the switch cost. Thus, the 
buffer size is an important design parameter. Figure 9 
shows the packet loss probabilities dependent on B for W 
= 8, respectively. As can be observed in Fig.9, a quite 
large amount of the buffer is necessary to decrease the 
packet loss probabilities in the switch without wavelength 
conversion. By increasing the number of wavelengths W 
from 1 to 8, almost one-tenth of buffer capacity is 
sufficient to attain the same packet loss probabilities for 
given traffic load. 

Finally, we discuss the optimization of the WDM 
buffer. There will be optimum values of the number of the 
wavelengths W and the number of delay lines, that is, the 
maximum buffer size B to satisfy a requirement for the 
packet loss probability. Let us set a criterion that the 
allowable packet loss probability is 10-9 for the traffic 
load ρ= 0.8. From the numerical simulations, for W = 1 
and B > 800, and B decreases to 60 for W = 8. From 

another viewpoint, W > 13 for B = 64. By taking these 
results into consideration, it is concluded that the 
optimum range exists around W = 10 and B = 100. The 
buffer size of B = 100 corresponds to the fiber delay line 
length of 120m for the average packet size of 2,000 bits at 
the bit rate of 100Gb/s with D = 0.3. These numbers are 
practically feasible because WDM systems with more 
than 64 channels have already been commercialized, and 
the 120m-long optical fiber delay line could be 
constructed without using an optical fiber amplifier. It 
may be predicted that if WDM buffer has more than a few 
tens of wavelengths, the packet loss probability becomes 
almost negligible. This would be an ultimate goal of the 
WDM-FDL buffer. 
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Fig.7 Packet loss probabilities dependent on D 
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Fig.8 Packet loss probabilities depedent on the number of 
wavelengths W 
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Fig. 9 Packet loss probabilities dependent on buffer depth 

B (W = 8) 

5.   CONCLUSION 

We have discussed the limitations and difficulties of 
MPλS, and addressed that the photonic packet switching 
will be an ultimate solution to solve the problems of 
MPλS. Next, we have presented the OC-based photonic 
packet switching. The advantages of OC-based photonic 
packet switching include ultrafast photonic label 
processing capability, optical buffering using WDM 
–FDL incorporating with ultrafast wavelength conversion. 
Finally, the switching performance of the proposed 
photonic packet switch and its optimization have been 
presented. 
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