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SUMMARY In this paper, a network dimensioning approach
suitable to the Internet is discussed. Differently from the tradi-
tional telephone networks, it is difficult to guarantee QoS for end-
users even in a statistically sense due to an essential nature of
an end-to-end communication architecture in the Internet. We
should therefore adopt another approach, based on the traffic
measurement. In the approach, the traffic measurement is per-
formed for monitoring the end-to-end QoS. Then, the network
adaptively controls the link capacities to meet the user’s QoS de-
mands. For this purpose, the underlying network should support
such a capability that the link capacities can be flexibly reused.
With the WDM network as an underlying network, an example
scenario for network provisioning is finally illustrated.
key words: Internet, network dimensioning, QoS (quality of
service), end-to-end communication, active/passive traÆc mea-
surement

1. Introduction

Network dimensioning (more rigorously, capacity di-
mensioning in this paper’s context) is important to pro-
vide stable Quality of Service (QoS) to the Internet
users. In the telephone network, we have rich historical
experiences on characterizing call demands (in Erlang),
and an Erlang loss formula has been widely utilized for
network dimensioning. The traffic load estimation is
not difficult because the ratio of blocked calls is of pri-
mary concern for performance monitoring. Then it can
be used for capacity dimensioning of the links in oper-
ational networks. Fortunately, the call blocking prob-
ability is directly related to the user’s perceived QoS
as well as the network-oriented QoS. This simple rela-
tion has led to the success of the stable and reliable
operation of telephone networks.

In the Internet offering data communication ser-
vice, on the other hand, such an approach cannot be
adopted since it is difficult to know or even to estimate
the traffic demand. It is because the Internet traffic
changes dynamically and frequently. Moreover, domi-
nants of the Internet traffic are TCP-based applications
having a capability of adapting to network congestion;
if the network falls into congestion, each TCP con-
nection defers packet transmission so that the network
resources are shared among active and newly arriving
connections. Since performance monitoring within the
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network can only exhibit the packet-level metrics of,
e.g., the transmission time and/or loss probability of
IP packets at routers, which is insufficient to identify
the QoS level perceived by end-users.

Probably, network dimensioning for the dis-
tributed and loosely coupled network just like the In-
ternet needs a different approach from the conventional
telephone network, where the network carrier has a
responsibility of maintaining the network. In the In-
ternet, QoS metrics such as Web document download
times never be able to be measured by the network
providers, but only by the end users, because the pro-
cessing of protocols higher than the layer four (i.e., TCP
of the transport layer) is performed at end-hosts. Con-
trolling the network congestion is also performed at the
end-host with dynamically changes of the window size
of TCP. We believe that a first step towards establish-
ing the network dimensioning framework is therefore
to characterize the performance by the traffic measure-
ment in an end-to-end fashion.

The measured statistics are then used for dimen-
sioning the network resources. As will be presented in
Sect. 3, we have theoretical foundations, which can be
utilized for this purpose. A network dimensioning ap-
proach is next discussed based on the results. Through
the approach, network resources that we should in-
crease can be identified. Of course, we should make
continuous efforts to keep the satisfactory QoS for the
end users; to measure the QoS, to analyze the bottle-
neck, and to upgrade the bottleneck resource. Our em-
phasis is that this kind of a spiral approach is especially
important in the Internet.

We also present requirements on the underlying
network infrastructure in order to support the above-
mentioned approach. For establishing an effective and
meaningful positive feedback loop, we need a flexible
bandwidth management mechanism in the underlying
network. ATM has such a capability; one example is a
dynamic VP bandwidth management method [1]. More
recently, MPLS (Multi-Protocol Label Switching) [2]
is standardized for IP to be carried over ATM. Thus,
we have a possibility of utilizing such functionality via
MPLS, which is often referred to as “traffic engineer-
ing.”

This paper is organized as follows. We first discuss
how QoS is supported for data applications in the In-
ternet in Sect. 2. The network dimensioning approach
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suitable to the Internet is next discussed in Sect. 3. Sec-
tion 4 presents an example scenario for our approach
applied to the case of IP over MPLS networks. Our
concluding remarks are presented in Sect. 5.

2. How QoS is Supported for Data Applica-
tions?

2.1 Network Provisioning in Telecommunications

In the telephone network, the Erlang loss formula has
been played a central role to provide satisfactory and
stable QoS to the users. It is realized by establishing
the following feedback loop.

1. Set the target call blocking probability (e.g., 1%
during busiest hours).

2. Estimate traffic characteristics (typically the of-
fered load and call holding time).

3. Apply the Erlang loss formula in order to deter-
mine the required link capacities (the number of
telephone lines) such that the target call blocking
probability can be fulfilled.

4. Build the network according to the estimated val-
ues.

5. Perform the traffic measurement, and if the target
call blocking probability is not satisfied, go back to
Step 3 or 2 to adjust link capacities.

A most important point is that call blocking, which can
be monitored by the network providers, is directly re-
lated to user’s perceived QoS in the telephone network.
Of course, call blocking experienced by end users is not
determined at a single link. However, the end-to-end
blocking probability can be well approximated by sum-
ming up call blocking probabilities of the links that the
call traverses. It is also applicable to the case where
the call traverses multiple carriers. It can be treated
by SLA (Service Level Agreement).

The above-mentioned approach can be applied to
all the reservation-based networks including the Inte-
grated Services (int-serv) architecture [3], which is a
standardization for supporting real-time communica-
tions in the Internet. In real-time applications, speci-
fying QoS of communication services is rather straight-
forwarded. It can be well-defined in terms of, e.g.,
throughput, packet delays and loss probability, al-
though it is not easy to guarantee the latter two metrics
in general [4]. Since we have a clear relationship be-
tween the allocated bandwidth and quality perceived by
the user in terms of, e.g., MOS (Mean Opinion Score)
values [5], the bandwidth reservation is sufficient for
treating QoS for those applications. Then, the En-
gset formula, allowing the connections requiring differ-
ent bandwidths, can be applied in order to dimension
the required line capacity.

2.2 Network Provisioning in the Internet

In contrast to the telephone network, network dimen-
sioning for the data applications is not easy. We have
several obstacles.

1. Difficulty in defining performance metrics
An adequate performance metric for determining
the required amount of network resources is not
known. One may think that the end-to-end delay
(e.g., after clicking the button in the Web page un-
til the corresponding Web document displayed) is
suitable for the data applications. One realization
seems to be that the delay is divided and allocated
to each component, and that each component is
designed to assure the allocated delay (as a SLA
approach as explained before). However, we have
many components on the end-to-end communica-
tion path; those include

• physical links affecting propagation delay be-
tween sender and receiver,

• DNS (Domain Name System) for translating
the domain name to the IP address,

• the link, of which transmission capacity de-
cides the packet transmission time,

• routers deciding packet switching and for-
warding times,

• upper layer-four protocol processing at
sender/receiver, and

• applications.

Most importantly, we do not have a dominant fac-
tor that decides the end-to-end QoS [6]. Thus, it
is difficult to be applied especially to the hetero-
geneous network environments consisting of vari-
ous kinds of backbone networks, access networks
of ISPs (Internet Service Providers), access lines
of users to ISP, and server/client computers in the
Internet.

2. No way to measure end-to-end metrics
Even if the performance metric is decided in an
end-to-end fashion, the network provider has no
means to measure it. Only the user can know
his/her performance. It is a quite different point
from the traditional telephone network where the
network operator can measure the user’s QoS by
monitoring the numbers of generated/lost calls at
the switching node. In the data network, on the
other hand, the delay consists of many factors, and
the network operator can know only a part of en-
tire delays.

3. Difficulty in predicting the demand
The Internet traffic is heavily changing and fluc-
tuating. A rapid growth of data traffic makes it
more difficult to predict the future traffic demand.
The various applications (including the Web-based
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services and multimedia applications) have differ-
ent traffic characteristics. Those facts imply that
it is almost impossible to provision the network
capacities based on the estimated traffic demands.

4. Complexity in deriving the theoretical foundations
As we have emphasized several times, the end-
to-end QoS metric is important for the users.
However, the protocol hierarchy adopted in the
TCP/IP suite makes it complicated to dimension
the network based on the theoretical foundations.
Namely, the underlying TCP adopts the window-
based feedback congestion control in an end-to-end
fashion, and we have to take account of it when the
end-to-end QoS is identified. See the below; we will
discuss this aspect more.

Due to the difficulties mentioned above, QoS in data
communication services is probably not to guarantee
some performance metrics such as the end-to-end delay
or throughput, but to lower the delay at each compo-
nent as much as possible with best-effort. That is, all
that we can do is to make efforts for improving each
network component separately. We then expect that
the entire delay be improved as a result.

Before provisioning, we need to know which com-
ponent is a limiting factor for the performance improve-
ment. Traffic measurement can be utilized to identify
the current cause of the bottleneck in an end-to-end
communication. Then, it is used to determine how
much resource is invested into the identified bottleneck
component. Of course, it results in that the bottleneck
point moves to another component, and the next bot-
tleneck component should be found by another traffic
measurement. This continuous effort is especially im-
portant in order to keep good QoS in data communica-
tions.

Do we have any theory determining an amount
of the resources to resolve the current bottleneck? A
queueing theory has been considered to offer a funda-
mental theory in the data network during a long time.
Its origin can be found in [7], and its usefulness is need-
less to say in the area. However, the queueing theory
only reveals the basic property of a single entity, corre-
sponding to the packet buffer of the router in the case
of the Internet. We can find the packet queueing de-
lay and loss probability (for the finite capacitiy of the
buffer) by applying the queueing theory. However, the
QoS metric of the data network is neither packet de-
lay nor loss probability at the router. The performance
at the router is an only component of the entire delay.
It is a quite different point from the teletraffic theory
(i.e., the Erlang loss formula); the derived call blocking
probability is directly related to the user’s perceived
performance. We have another theory, called a queue-
ing network theory, which treats the network of queues
(see, e.g., [8]). However, it does not reflect the dynamic
behavior of TCP, which is essentially the window-based

feedback congestion control. We thus need another fun-
damental theory to model and evaluate the data net-
work. One promising approach is based on a control
theory that has an ability to explicitly model the feed-
back loop of the congestion control. See, e.g., [9], [10].

Another simple and rather brute-force approach is
that we expect a flexible bandwidth management mech-
anism to the underlying network. If the link capacity
is found to be short, it is increased. Since we always
have a possibility of encountering errors in the traffic
measurement, an increase of the link capacity may be
unnecessary in actual. The underlying network should
have a capability of quick adjustments even for the mis-
configuration of the link capacities. In the following
sections, network provisioning based on this approach
is described. Essentially, we abandon the traditional
static design method, in which the traffic load is as-
sumed to be given a priori. Instead, we utilize a more
flexible underlying network suitable to the Internet.

3. Network Provisioning by Traffic Measure-
ment

3.1 A Framework

It is important for the end-users to identify the bottle-
neck because there are many causes of limiting the per-
formance in an end-to-end communication. If one (or
more) links of the network is found to be bottleneck,
then the network should take an action of increasing
the link capacity.

Fundamentally, we should give up guaranteeing or
even predicting QoS for data services. Instead,

• We continuously monitor the end-to-end QoS, and
• If the network resource is short, it is adequately

increased.

For the first step, many of current research efforts on
traffic measurement are devoted just to acquire the traf-
fic characteristics passively on the link [11]–[14]. For
network provisioning, however, it is insufficient. The
active measurement for examining end-to-end QoS is
important. Furthermore, we need to add the statisti-
cal confidence on results for adequately adding the re-
sources, by which the spiral approach for network pro-
visioning is accomplished (Fig. 1). The flexible band-
width management mechanism in the underlying net-
work is mandatory in this approach. IP over ATM or
MPLS can be utilized for this purpose because those
networks separate the physical and virtual resources in
order to build the logical network. Thus, the logical
network has a flexibility to determine the capacities.
See the next section for more detail.

3.2 Bottleneck Identification before Network Provi-
sioning

Before network provisioning, bottleneck identification
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Fig. 1 Spiral approach for network dimensioning.

Fig. 2 Measurement environment for bottleneck identification.

is important because there are several causes of the
bottleneck in the Internet end-to-end communication
mechanism. For example, the Web server can easily
become a bottleneck. More essentially, the maximum
window size of the TCP connection may limit the per-
formance.

In what follows, we will explain the bottleneck
identification based on the traffic measurement. See
Fig. 2. Its main goal is to find the limiting factor on
the end-to-end performance. As shown in the figure,
we consider the TCP connection through which the
user receives data (e.g., Web documents) from the des-
tination host (server) to the measurement host (client).
Then, we want to identify which part of the end-to-end
communication is a bottleneck in the current network
configuration.

There exist many possible causes of limiting the
TCP performance, but we can classify those in the fol-
lowing three categories.

1. Receiver-Side Configurations: The receiver host
prepares a buffer to store the received packets. In
the TCP connection, the required buffer size is
basically given by the Bandwidth-Delay Product,
which is determined from the available bandwidth
multiplied by RTT (Round Trip Time). The buffer
size of the receiver host is notified to the sender by
the Advertised Window field in the TCP header.
The buffer sometimes becomes a bottleneck in the
environment with the large Bandwidth-Delay Prod-
uct (e.g., in the network giving high-speed link(s)

and/or the large RTT). Once it is found to be a
bottleneck, it can be solved by a window scale op-
tion of TCP after preparing the additional buffer.
However, too large a window leads to the bursty
packet emission due to the rapid growth of the win-
dow size [15], which results in the frequent packet
losses. Thus, a careful consideration is necessary in
determining the receiver’s advertised window size.

2. Sender-Side Configuration: The content service
providers or the operators of WWW and ftp
servers sometimes limit a transmission rate of each
TCP connection, in order to share the network re-
source fairly among clients. If such a rate control
is adopted as the service policy, there is no means
to improve the performance of individual users.
Another cause of the server-side bottleneck is
due to the connection processing overhead at the
sender host. For example, if we connect to the busy
WWW server, a document download rate is very
limited because of the processing overload of the
sender host. This kind of the bottleneck should be
solved by upgrading the server’s power (see, e.g.,
[16]).

3. Network Configurations: The available bandwidth
of one or more links (or router’s processing power)
is short. A simple example may be found in the
case where the customer is connected by a tele-
phone line. The throughput is limited to the mo-
dem speed (e.g., 56 kbps). The second and more
important reason is due to the link congestion. It
leads to many packet losses, and TCP throughput
is significantly degraded. It is necessary to increase
the capacity of the bottleneck link, which should
be resolved by network provisioning.

In order to identify the location of bottlenecks
based on the measurement, we can utilize the follow-
ing equations that characterize the performance of the
TCP flow [17]. If the bottleneck is not located at the
sender side configuration, the expected window size of
the TCP connection is determined by

E[W ] =
2 + b

3b
+

√
8(1 − p)

3bp
+

(
2 + b

3b

)2

, (1)

where p and b are the packet loss rate and the num-
ber of arrival packets notified by one acknowledgement
(ACK) packet, respectively. In the original version of
TCP, the receiver should send an ACK packet for each
receipt of the packet. However, the mechanism of the
delayed ACK [18] is widely used in recent TCP imple-
mentations, and its parameter b is typically set at two.
Note that if p = 0, E[W ] cannot be estimated. How-
ever, when the link bandwidth is a bottleneck, packet
loss is likely to occur because of an inherent nature of
the TCP mechanism; the congestion control mechanism
of TCP decreases the window size (i.e., the transmis-
sion rate) by detecting packet losses. If the packet loss
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B(p) =




1− p

p
+ E[W ] + Q̂ (E[W ])

1

1− p

RTT

(
b

2
E[W ] + 1

)
+ Q̂(E[W ])T0

f(p)

1− p

, if E[W ] < Wmax,

1− p

p
+ Wmax + Q̂(Wmax)

1

1− p

RTT

(
b

8
Wmax +

1− p

pWmax
+ 2

)
+ Q̂ (Wmax)T0

f(p)

1− p

, otherwise,

(2)

never occurs, there is no problem in the current network
configuration.

In the above equation, we need to know the packet
loss probability along the path. The end host cannot
detect the packet loss directly. One approach is to uti-
lize the active measurement tool such as pchar [19],
[20] (see the next subsection for detail), but it requires
the additional traffic measurement. Another simpler
approach is to use the following approximation. The
packet loss rate p is determined by checking the se-
quence number of ACKs as follows. When the packet
is lost within the network, the sender host receives the
ACK packet with the same acknowledgement number
as the previous ACK packet. Those ACKs are called
as Duplicate ACKs. The sender host cannot deter-
mine whether a duplicate ACK is caused by a lost
segment or just a mis-ordering of packets, and hence
some margin is necessary to ignore duplicate ACKs.
When three or more duplicate ACKs (called as Triple
Duplicate ACKs) have been received, the sender host
recognizes that the packet has been actually lost. The
sender then retransmits the packet and sets the conges-
tion window size to be half. Thus, the packet loss can
be recognized by counting the number of Triple Dupli-
cate ACKs, NTD, and the total number of packets, Np.
The packet loss rate is then estimated as p = NTD/Np.
Since these statistics can be collected during the nor-
mal network usage, no additional resource consumption
is introduced.

Once we have an estimated value of E[W ], we next
check whether the receiver buffer is sufficient or not. It
is validated by comparing the buffer size Wmax and the
expected window size E[W ]. In [21], TCP throughput
is given as Eq. (2).

Where Q̂ and f(p) are determined by the following
equations:

Q̂(w)=min


1,

{
(1−(1−p)3)(1+(1−p)3

×(1−(1−p)w−3))

}
1−(1−p)w


 ,

and

f(p) = 1 + p + 2p2 + 4p3 + 8p4 + 16p5 + 32p6.

T0 is obtained from the retransmission timeout value

(RTO), which is for detecting the packet at the end
host [21]. The RTO value is calculated by the following
equations:

RTO = RTTm + 4D

Err = RTT − RTTm

RTTm = RTTm + 0.125Err

D = D + 0.25(|Err| − D).

(3)

Note that the RTO value is not used in a usual case for
the timeout threshold because of the granularity of the
TCP timer. For example, FreeBSD 3.4 has a 500msec
timer, and the value of RTO is rounded off by the unit
of 500msec.

To identify the bottleneck based on the above
equations, we need to obtain (1) packet loss rate p,
(2) maximum window size at the receiver host Wmax,
(3) number of packets notified by one ACK packet b,
(4) a round trip time RTT , and (5) a packet retrans-
mission timeout T0. In addition, it is a good choice
to actually measure the TCP throughput for validity
check, because the above prediction formula of TCP
throughput is occasionally incorrect. The packet loss
probability can be determined by the method described
above. Since Wmax and b are the configurable param-
eters, those can simply be obtained by the kernel con-
figuration of the operating system. Since the measure-
ment is performed at the receiver-side, it is not easy
to get the round trip time (RTT) from the trace result
of TCP headers. We may obtain RTT values by ac-
tive measurement tools such as ping). After we collect
a set of RTTs, we can evaluate the RTO value from
Eq. (3) one by one, and get the mean value of RTOs.
We finally calculate the measured TCP throughput by
observing traced TCP headers and counting the total
bytes transmitted.

In summary, the bottleneck can be identified in the
following procedures.

1. Traffic Measurements
Measure the parameters, i.e., RTT, RTO, packet
loss rate, TCP throughput, and the physical ca-
pacity of bottleneck link, which can be obtained
by, e.g., pathchar (see the next subsection).

2. Identification of Bottleneck due to the Sender-Side
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Table 1 Results on measurement and bottleneck identification.

sender bottleneck buffer size RTT (ms) loss (%) measure estimate buffer class
8KB 17.7 0.00007 2.13 Mbps 2.62Mbps insufficient

sonet 19.3Mbps 32KB 23.4 0.00293 9.66Mbps 10.5Mbps insufficient receiver-side
64KB 23.4 0.00406 15.6Mbps 20.8Mbps insufficient
8KB 4.03 0.000187 1.35Mbps 1.62Mbps insufficient

ocu 1.47Mbps 32KB 17.4 0.000946 1.36Mbps 2.57Mbps sufficient network
64KB 21.7 0.00268 1.35Mbps 1.21Mbps sufficient
8KB 20.8 0.000573 2.83Mbps 3.03Mbps insufficient

iij 29.6Mbps 64KB 22.9 0.000288 4.33Mbps 35.3Mbps sufficient sender-side
128KB 20.7 0.000867 4.78Mbps 21.7Mbps sufficient

Configuration
Increase the receiver buffer size, and measure the
TCP throughput. If the throughput is not im-
proved at some value of the receiver buffer size,
the bottleneck is likely to exist at the sender-side.
It can be verified by a degree of the difference be-
tween the estimated TCP throughput and the mea-
sured throughput because Eq. (2) does not con-
sider the sender-side bottlenecks.

3. Identification of Bottleneck due to the Network
Configuration
Check whether the receiver buffer size is sufficient
or not, which can be verified by Eq. (1). If the
buffer size is insufficient, increase it. Otherwise
the current cause of the limited performance exists
within the network. We can confirm it by actually
increasing the receiver buffer size. When the bot-
tleneck is the link capacity, it simply results in that
the packet loss rate and RTT values are increased.

4. Identification of Bottleneck due to the Receiver-
Side Configuration
When the receiver buffer size is not sufficient, in-
crease the receiver buffer size so that desired per-
formance can be obtained. However, it should be
performed carefully. As shown in Eq. (2), the re-
ceiver buffer size and the resultant TCP through-
put has a linear relation if the receiver buffer size is
a cause of the bottleneck. However, as the receiver
buffer size is increased, the bottleneck would shift
to the other part.

In what follows, we show simple experimental re-
sults [22]. In our experiments, we used a ping program
to obtain the round trip times (RTTs), and tcpdump
[23] for capturing TCP headers. We placed the re-
ceiver host at Osaka University, and chosen three hosts
as the sender host (Osaka City University, Sony Com-
munication Network Corporation (ftp.so-net.ne.jp)
and Internet Initiative Japan Inc. (ftp.iij.ad.jp)),
which will be referred to as “ocu,” “sonet,” and “iij,”
respectively.

Table 1 summarizes our measurement and bottle-
neck identification results. Each row in the table con-
sists of nine fields; the sender host name, the bandwidth
of the bottleneck link, the receiver buffer size, the round
trip time, the packet loss rate, measured TCP through-

put, and the estimated TCP throughput. The eighth
field shows whether the buffer size is sufficient or not,
which was determined from Eq. (1). The last column of
the table is the result of the bottleneck identification.

In the sonet case, the receiver buffer size was the
bottleneck since 1) the RTT value is small, 2) the re-
ceiver buffer size is evaluated as “insufficient,” and 3)
the socket buffer size is in proportion to the measured
TCP throughput. The same results were obtained in
ocu and iij cases when the socket buffer size is set
to be 8KB. The ocu case shows different results; the
bottleneck is moved from the buffer size to the link
bandwidth when changing the buffer size from 8KB to
64KB. As shown in the table, RTT and the number of
lost packets are quite small in the 8KB buffer case. It
means that the bottleneck is not due to the network
configuration. Furthermore, RTT and the number of
loss packets are increased, which is a typical observa-
tion when the bottleneck is the link bandwidth. In
the iij case, it is expected that the maximum TCP
throughput is 30Mbps from the measurement of the
bottleneck link bandwidth (see the second column). It
is verified by the estimated TCP throughput (the sev-
enth column). However, the maximum throughput by
the measurement was around 4.8Mbps. If throughput
is limited by the network congestion, it is expected that
the packet loss rate should be high. However, there is
no change in the packet loss rate; the tendency is differ-
ent from the ocu case. It is classified into the case that
the sender-side configuration limits the performance.

3.3 Measurement on Bottleneck Link

Once the link is found to be bottleneck, its capacity
and the currently available bandwidth should be ob-
tained. The network provider can directly know it by
passive traffic measurements. However, it is sometimes
impossible; the bottleneck link may be located outside
the provider. Or, the end users may not be able to
know it. In those cases, the active traffic measurement
is utilized. We have pathchar and subsequent pchar
[19], [20] for measuring latency, capacity, queueing de-
lays and packet loss rate for every link between two
hosts. A packet-pair approach [24]–[26] is for measur-
ing the available bandwidth of the designated link. The
advantage of those tools is that it is not necessary to
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deploy new protocols or any special functions at both
of routers and end hosts.

Pathchar collects RTTs between source and desti-
nation hosts. To measure RTTs, pathchar uses one of
the ICMP packet, called a TTL exceeded message. An
IP packet has a TTL (Time To Live) field in the header.
It shows the limit of the hop count that the packet can
traverse. Before the router forwards the packet to the
next hop, it decreases the value of the TTL field by one.
When the TTL value becomes zero, the router discards
the packet and returns the ICMP control packet to the
source to inform that the validity of the packet is ex-
pired. When the packet is sent with the value of the
TTL field to be n, the ICMP control packet must be
returned from nth hop router. The RTT value between
the source and nth router on the path can then be mea-
sured by the source. Pathchar collects RTTs between
the source and every intermediate router by changing
the preset value of the TTL field.

The measured RTT value consists of (1) the sum
of queueing delays, qi, at router i (1 ≤ i ≤ n), (2)
the sum of transmission times to transmit the packet
by the intermediate routers, (3) the sum of forwarding
times fi that router i processes the packet, and (4) the
sum of propagation delays pj of link j (1 ≤ j ≤ n).
That is, RTTs, the RTT value for given packet size s,
is represented by

RTTs =
n∑

j=1

(
s

bj
+

sICMP

bj

)
+

n∑
i=1

(qi + fi) + 2
n∑

j=1

pj , (4)

where sICMP is a size of an ICMP error message and
bj is the capacity of link j.

A typical example for the relation between packet
sizes and measured RTTs is shown in Fig. 3. The re-
sults were obtained by setting the destination to be
www.gulf.or.jp from our site. The TTL value was
set to 16. The figure shows that the RTT values were
widely spread even for the fixed packet size. It is be-
cause the queueing delay at the router changes fre-

Fig. 3 Distribution of RTT values vs. packet size.

quently by the network condition. However, it is likely
that several packets do not experience the queueing de-
lays at any router by increasing the trials. Such a case
actually appears in the figure as a minimum value of
RTTs for each packet size. The minimum RTT for
given packet size s, denoted by minRTTs, is thus ob-
tained by

minRTTs =
n∑

j=1

s+sICMP

bj
+

n∑
i=1

fi+2
n∑

j=1

pj . (5)

Note that the packet size of the ICMP error message
sICMP is fixed (56 bytes). Then, by collecting terms
not related to the packet size and denoting it by α, the
above equation can be rewritten as

minRTTs = s

n∑
j=1

1
bj

+ α. (6)

Equation (6) is a linear equation with respect to the
packet size s. It is just shown in Fig. 3 if we closely look
at the minimum RTT values. By letting the coefficient
of the above equation be βn, we have

βn =
n∑

j=1

1
bj

. (7)

Conversely, if we have βn−1 and βn, we can obtain the
capacity of link j as

bj =
1

βn − βn−1
. (8)

It is a key idea of pathchar.
As indicated above, a difficulty of pathchar exists

in that the network condition changes frequently in the
Internet, and it is not easy to obtain proper minimum
RTTs. Thus, pathchar needs to send many packets
with the same size; it is a weak point of pathchar
since it wastes a large amount of link bandwidth to
get a minimum RTT. Even after many RTTs are col-
lected, some measurement errors must be contained.
Pathchar solves this problem by a linear least square
approximation in order to calculate βn, which implies
that it assumes errors of minimum RTTs are normally
distributed [20]. However, we have no means to con-
firm whether errors follow a normal distribution or not.
From this reason, it is necessary to consider another ap-
proach that can lead to bandwidth estimation indepen-
dently from the error distribution. Such an approach
is often called as a nonparametric approach.

Another problem is related to an efficiency of
pathchar. Pathchar sends a fixed number of packets,
but the amount of collected data must be changed ac-
cording to the network condition when measuring the
link bandwidth within a reasonable level of accuracy.
The authors in [20] then propose an adaptive data col-
lection method to improve the efficiency of pathchar.
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They have shown that the required number of pack-
ets in pathchar can much be reduced if pathchar is
equipped with an ability to send a different number of
packets for each link estimation. In their proposal, the
number of transmitted packets is decided by observing
whether the even-odd range of bandwidth is converged
or not. However, the range is not based on the reliabil-
ity on the result, and the method does not guarantee
an accuracy in a statistical sense.

The above problems are addressed in [27];

• By performing a statistical analysis, we add the
confidence intervals to the measurement result.

• By applying the nonparametric approach, no as-
sumption on the measurement errors is made on
the measurement result.

• By adopting the dynamic control of the measure-
ment intervals, the measurement overhead is min-
imized. It can be achieved in conjunction with the
confidence intervals described above. That is, the
measurement is terminated when the desired con-
fidence interval is reached.

In [28], the above procedure is applied to pchar. It is
a typical example that we need to add the confidence
on the result for applying it to the network provision-
ing method. Note that while the above-mentioned ap-
proach is for pchar with link capacity estimation, the
similar approach can also be applied to other tools.

4. An Example Scenario by Utilizing MPLS

Once the bottleneck is found within a network, the bot-
tleneck link capacity should be increased. It may be
realized by adding the physical links. However, it is
difficult to estimate an adequate amount of the link ca-
pacity that we should increase. Moreover, the traffic in
the Internet is heavily fluctuated. It is observed that
traffic is stable only during a five-minute observation.
Therefore, for a given physical network configuration,
the flexible use of the network bandwidth is necessary in
the underlying network. That is, a capability of such a
flexible bandwidth management of the underlying net-
works is a key to realizing the spiral approach of the
network provisioning in the Internet.

MPLS can offer such a capability. In this section,
we explain an example scenario by considering MPLS
as an underlying network for network dimensioning.
We consider a rather new network architecture, MPλS,
where the WDM technology is applied to build MPLS.
Note that MPλS is now categorized as a class of GM-
PLS (Generalized MPLS) [29]. In what follows, we first
overview MPλS in order to explain why it can be ap-
plied network dimensioning in Sect. 4.1. We then move
to our network dimensioning approach in Sect. 4.2.

4.1 A Brief Overview on MPLS

The earliest motivation of MPLS was to simplify wide-
area IP backbone network architectures by overlaying
IP over new emerging high-speed switching technology.
During the mid-90’s, the only solution was ATM in
which fixed-size packets (called cells) are switched via
hardware at each node. Subsequently, many standard-
ization efforts have been devoted to developing packet
label switching under the broader MPLS framework,
with ATM as a sample underlying technology (see [2]
for ATM-based MPLS and MPLS-related terminology).
Since the processing of IP packets in the photonic do-
main is likely not possible for the foreseeable future,
MPLS concepts have been further extended to provi-
sion lightpath circuit entities, namely MPλS [30], [31].

A key to realizing MPλS is establishing a logical
topology, as seen by upper layer protocols, i.e., IP in
the current case. The logical topology consists of wave-
length paths (called lightpaths), which are configured
over the WDM physical network, in order to carry IP
packets utilizing the lightpath. Here, the physical net-
work represents an actual network consisting of the
optical nodes and optical fiber links inter-connecting
nodes. Each optical node contains optical switch de-
vices that can route an input wavelength to an output
wavelength. Those include optical cross-connect (OXC)
or optical add-drop multiplexer (OADM) nodes. In
many cases, these devices can preclude electronic pro-
cessing, and hence a direct optical connection can be
established between two end-point nodes, termed as a
lightpath channel [30]. By utilizing the logical topology
consisting of lightpaths, even though the physical struc-
ture of the WDM networks is fixed, the logical topology
now becomes the underlying network to the IP packet
layer. In such a network, if the lightpaths are placed be-
tween every edge node pairs, i.e., ingress/egress packet
LSR (label switch router) nodes (according to MPλS
terminology), then no electronic processing is necessary
within the network. However, it requires many wave-
lengths; the order of O(N2) where N is the number of
edge nodes.

Many researchers have studied design methods for
logical topology, which also entails a part of the RWA
(routing and wavelength assignment) problem. See [32]
and references therein. This problem is usually di-
vided into two sub-problems, namely route selection
and wavelength assignment. The objective is to max-
imize the cost function such as wavelength utilization
(or minimize the number of required wavelengths on
the fiber). The problem is commonly formulated as
integer-linear or mixed-integer programming solution,
and expectedly, the resulting computational time may
be unacceptable for rapid set up. Accordingly, many
heuristics have also been proposed in the literature. See
[33]. To illustrate a sample application of an optimiza-
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tion problem formulation, as used for resolving logical
topologies, consider a heuristic algorithm called MLDA
(minimum delay logical topology design algorithm) pro-
posed in [34]. MLDA is intended to maximize wave-
length utilization and works as follows. First, it places
a lightpath connection between two nodes if there is a
fiber directly connecting those respective nodes. Then,
MLDA attempts to place lightpaths between nodes in
the order of descending traffic demands on the shortest-
path. Finally, if any free wavelengths still remain, light-
paths are placed randomly utilizing those wavelengths
as much as possible.

One problem found in the existing design methods
including the above MLDA is that the traffic matrix
should be given a priori. Then, the optimization prob-
lem is solved exactly or heuristically. However, it is
difficult to know the Internet traffic demands in ad-
vance. Further, the Internet traffic is heavily changing
and fluctuating. Thus, we need a new approach ap-
plicable to the Internet, which will be described in the
next subsection. MPλS has other problems in carry-
ing the IP traffic; those include a capacity granularity
problem, in which the unit of the path capacity be-
tween edge nodes is the wavelength capacity. Another
problem is concerned with the any-to-any connectivity
due to the lack of the number of wavelengths. However,
these problems are beyond the scope of this paper. In-
terested readers refer to, e.g., [35].

4.2 Network Provisioning Using MPλS

If the user’s QoS level is found not to be satisfactory by
traffic measurement, then lightpaths are newly set up to
increase the path bandwidth†. Our incremental band-
width management scheme consists of three phases; an
initial phase, an incremental phase, and a rearranging
phase [36]. Note that in [36], the authors also consider
the backup lightpaths for improving the reliability in
IP over WDM networks.

In the initial phase, an IP over MPλS network is
built by setting up lightpaths. In this phase, we do not
know the traffic demand, but we do need to configure
the network anyway. Important is that the estimation
on traffic demands is allowed not to be a correct value.
The existing design methods for the logical topology
can be applied with minor modifications in this phase.
For example, MLDA mentioned in the previous subsec-
tion may be applied, but the number of wavelengths
used for setting up the lightpaths should be minimized
so that remaining wavelengths can be utilized for the
increasing traffic in the incremental phase.

In our method, reconfiguration of the existing
lightpaths is not allowed in the incremental phase. In
the incremental phase, the lightpath is added against
the new set-up invocations. Those include the request
of the user with the lack of QoS level, changes of the
traffic demand, or the mis-projection on the traffic de-

Fig. 4 Logical topology management model in the incremental
phase.

mands.
In Fig. 4, our logical topology management model

is illustrated. In our model, traffic measurement is
mandatory. The change of the traffic demand is ac-
quired at the edge-node by monitoring the lightpath
utilization. Then, if the utilization of the lightpath
exceeds α (0 < α < 1), the node requests to a
LMN (Lightpath Management Node), which is a spe-
cial node of managing a logical topology of the WDM
network, to set up a new lightpath. It is a simplest
form of a measurement-based approach. As described
in the previous section, such an approach is insufficient
in the data network, and we need an active measure-
ment approach to meet the user-oriented QoS. Anyhow,
in our model, we assume that LMN knows the actual
traffic demands by the traffic measurement in order to
establish the new lightpath. LMN then determines a
routing and wavelength assignment for the new light-
path. The new lightpath setup message is issued to the
corresponding nodes, so that the configuration of the
MPλS network is updated.

An incremental setup of the lightpaths may not
lead to the optimal logical topology, i.e., the wave-
lengths of our logical topology may be less utilized than
the one obtained by the static approach. Thus, the new
lightpath setup tends to be highly blocked. We there-
fore need the readjustment phase in which all the light-
paths are reconfigured. The static design method may
be applied again in this phase. However, differently
from the initial phase, lightpaths are already serving to
transport the active traffic. Thus, an influence of the
reconfiguration operation should be minimized even if
the resulting logical topology would be a local optimum.
Note that a global optimal solution tends to require the
rearrangement of most lightpaths within the network.
Thus, instead of applying the static approach utilizing

†In the current case, the unit of the path capacity is a
wavelength bandwidth. A fine granularity can be achieved
by packet-oriented switching networks such as ATM. See
[35].
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the global optimal solution, we should configure a new
logical topology from the old one step-by-step. One
promising method is a branch-exchange method pro-
posed in [37]. The readjustment phase should be per-
formed, e.g., for every month.

One important issue is how the independent re-
quests from the end-users are coordinated for limited
physical resources. In the incremental phase, the light-
path setup request is performed on a FIFO basis. When
it becomes impossible to accept the new request be-
cause of the wavelength shortage, it is simply rejected.
It is an alert that the network should be physically up-
graded. However, it is not always possible. A fun-
damental problem is that the capacity granularity of
the MPλS networks is coarse, and it is unrealistic that
the new lightpath is set up according to the request
of the individual user. We should take account of the
balance of the wavelength usage to maximize QoS lev-
els of entire users. We need a further research on the
fair allocation of the limited resources. If the underly-
ing network has a fine granularity for the capacity, the
above problem can be alleviated to some extent. Even
in that case, however, we need to tackle the problem
for determining the adequate amount of the bandwidth
to be increased against QoS requirements of users.

One argument is that all the lightpaths should be
provided to the upper layer instead of gradually in-
creasing the lightpaths in the incremental phase. It
is because IP has an ability of balancing the traffic so
that the available paths are fully utilized. However,
it requires halting the operating paths with service in-
terruption. Accordingly, it inhibits the quick response
against the user’s request, and it is inadequate for pro-
viding the high-quality Internet to users.

5. Concluding Remarks

In this paper, we have discussed a network dimension-
ing approach suitable to the Internet. Due to an es-
sential nature of an end-to-end communication archi-
tecture adopted in the Internet, it is difficult to guar-
antee QoS for end-users even in a statistical sense. We
have therefore proposed the new network dimension-
ing approach based on the traffic measurement. In the
approach, the traffic measurement is continuously per-
formed. Then, the network adaptively controls the path
capacities to meet the user’s QoS requirement. For this
purpose, the underlying network should support such
functionality. The requirements on the underlying net-
work have also been addressed. We have also presented
the example scenario applicable to IP over MPλS. How-
ever, it is still rather a conceptual illustration, and we
have a lot of research items in this field.
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