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SUMMARY In an ad hoc wireless network system, wireless
terminals can autonomously construct and maintain a network.
They communicate with some neighbor terminals, exchange in-
formation about the network and decide routes for packets on
the multi-hop wireless network. Flexible Radio Network (FRN),
one of the ad hoc wireless network systems, adopts an origi-
nal protocol that provide a multiple routes management and a
packet retransmission mechanism against packet transmission er-
rors. This system has been in use in a recent few years. In this
paper, we first evaluate the performance through simulations for
data-link protocol and routing protocol of FRN to clarify its ba-
sic properties, and then we discover some problems that degrade
the performance. Furthermore, we propose some performance
improvement techniques. They are methods to set an adaptive
system parameter or to improve its protocol statically. We sim-
ulate those techniques and show how they improve the system
performance.
key words: ad hoc wireless network, routing protocol, simula-
tion

1. Introduction

An ad hoc wireless network is a self-organized net-
work built with wireless terminals that communicate
with each other and exchange the network information.
Those terminals have a capability to relay packets for
another terminal, so they can construct a wide area
multi-hop wireless network. The ad hoc network needs
neither a wired backbone network nor base stations,
and therefore network installation, expansion and re-
moval can be performed easily and quickly. Such a wire-
less infrastructure covers a wide range of applications,
e.g., distributed computing, disaster recovery, and mil-
itary operation. Accordingly, many studies have been
dedicated to analyze its characteristics and/or propose
new routing methods (see, e.g., [1]–[10]).

Flexible Radio Network (FRN) is one of commer-
cially available products based on ad hoc wireless net-
work system [11]. A large-scale network with stationary
terminals can be installed easily into existing facilities
by FRN. In addition, the network can be extended only
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by adding the radio terminal if needed. This system is
now utilized for collecting usage information of ski lifts,
a sales account and monitoring information of vending
machines, and for electric energy control in factories.
FRN adopts a proprietary protocol that can efficiently
adapt to terminal failures or a change of network con-
figuration. We have introduced this system and inves-
tigated the performance of network in [12]. However,
it is not clear enough how system parameters affect the
performance such as throughput and packet loss rate.
In the current system, these are decided by trial and
error. In order to clarify the scope of this system, it
needs to be evaluated in detail.

Next, we suggest three techniques for improving
the performance of FRN. These techniques are based
on some problems found through a process of simu-
lated performance evaluation and/or an experience in
the real environment.

One of them is a change of system parameter set-
ting. All data packets in FRN have a parameter that
is called maximum lifetime. This is used to erase some
long-living packets. In an original system, the same
value that is large enough for the network is selected for
all data packets. However, maximum lifetime of packet
has close connections in the necessary hop count to the
destination node. The system will be able to achieve
better performance by setting an adaptive lifetime for
each packets.

The rest two of our suggestions are techniques to
decrease packet collision. We have studied about FRN
system and attended to a problem that packets were
duplicated unnecessarily and the duplicated packets de-
graded the network performance. In FRN, wireless ter-
minals check packet transmission errors at every hop.
When a transmission error is detected, they retrans-
mit the packet after selecting the next available route.
This error can be detected when the terminal does not
receive a corresponding ACK from the neighbor termi-
nal within a pre-specified time. The problem is that
the packet sender terminal recognizes the transmission
error in the case of only the ACK packet is lost after
the data packet is successfully transmitted. In such a
case, the terminal will re-transmit the packet although
the first packet is not lost. We call this re-transmitted
packet duplicated packet. The unnecessarily duplicated
packet is put into the network, because in FRN, no ter-
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Table 1 Configuration Table

Dest. Node 0 Dest. Node 1 . . .

Route 1 Neighbor Info. Neighbor Info. . . .
Route 2 Neighbor Info. Neighbor Info. . . .

..

.
..
.

..

.
. . .

minals manage the history of packet transmission to re-
duce the complexity of wireless terminals. The packet
duplication leads to a higher traffic load than an ac-
tual one. To make the matter worse, as the traffic load
becomes higher, more duplicated packets are generated
because also ACK transmission error probability be-
comes larger. Thus, the network performance degrades
rapidly in such a condition. We propose two techniques
to prevent packet collisions and ACK losses.

In this paper, we first describe about the Flexi-
ble Radio Network system and evaluate the relation
between its performance and the system parameter
setting. Next, we examine a packet duplication pro-
cess in detail. We show that the network performance
degrades rapidly as the number of duplicated pack-
ets increases. We suggest performance improvement
techniques with consideration to packet duplication.
Through simulation, we show that those techniques can
decrease the number of duplicated packets and improve
the network performance.

2. System Description of FRN

2.1 Network Configuration

In FRN, every wireless terminal is called a node. Nodes
with which the node can communicate directly are
called neighbor nodes. Every node has the ability to
select a route of packet and relay it to one of the neigh-
bor nodes. In more detail, a host node generates and
receives data packets, and other nodes are called re-
lay nodes that construct a multi-hop network. Every
node maintains the network information in a configu-
ration table that contains the routing information from
the node itself to each destination node. The routing
information consists of the list of neighbor nodes on the
route to the destination node i, and hop count of the
route. Every node exchanges a configuration control
packet periodically, and updates its configuration table
by the packets from neighbor nodes.

2.2 Data-link Protocol

A radio channel is divided into fixed-length time slots.
In a wireless network, every neighbor node of a certain
node can receive packets from the node even when it is
not the source/destination of the packet. In FRN, this
property is utilized for the hop-level acknowledgment
to enhance its reliability. See Fig. 1 as an example.
Fig. 1(a) shows a case where packet transmission and

 slot

node A

node B

node A

node B

node A

node B

echo

ACK

ACK

forward

resend

send

send

send

(a) Relay Echo

(b) Resend

(c) ACK from

delete

delete

destination node
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acknowledgment at node A is successful. Node B re-
ceives the packet from node A and relays it to another
node successfully. At the same time, this relayed packet
is received by node A because it is a neighbor node of
node B. This acknowledgment is called relay echo (or
simply echo). If the relay echo is successfully received
by node A, it can recognize that the transmission to
node B succeeded. The case where node A fails the
first transmission is shown in Fig. 1(b). In this case,
node A detects a failure because no echo from node
B is received. Then, node A retransmits the packet
after a pre-specified time. When a packet reaches its
destination node, the destination node no longer trans-
mit it and the previous node cannot get an echo. To
delete the buffered packet in the previous node, the des-
tination node create an ACK packet exceptionally (see
Fig. 1(c)).

A maximum lifetime is predefined for every data
packet. For every time slot, it is decreased by one.
When the value reaches zero, the packet is discarded
due to lifetime expiration. It is an important configu-
ration parameter since short lifetime gives a chance to
effectively remove long-living packets from the network
or long lifetime gives a chance to try another route to
the destination. It is necessary for a reliable network
to set a large enough value for the longest route while
too large value causes network congestion. We need to
decide a proper value of this parameter for the network.

2.3 Routing Protocol

In FRN, each node collects network information from
its neighbor nodes and decides the direction of relay-
ing packets. Since the radio environment changes fre-
quently, a routing protocol must select an appropriate
route adaptively. Furthermore, if a node fails to trans-
mit a packet on the first trial, another route should
be selected immediately (or should try the same route
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again). In FRN, every node maintains multiple route
information for each destination node in the configura-
tion table as Table 1. For each destination, routes are
divided into three groups by their hop count:

• Forward route: The route(s) on which the hop
counts to the destination is the shortest.

• Sideward route: The route(s) on which the hop
counts to the destination is the shortest hop count
plus one.

• Backward route: The route(s) on which the hop
counts to the destination is the shortest plus two
or more.

Fig. 2 is an example of these route classifications.
When node A is source node and node D is destina-
tion node, the shortest hop counts are two, and routes
through node B and C are forward routes. The route
through node I requires three hops, so this route is side-
ward route. There is a detour, a backward route, to
node D that pass through node E. On the backward
route, a check point is defined at the source node to
avoid back tracking. It is detected for each backward
route with its configuration table. We do not describe
the check point detection method in this paper.

In this routing protocol, shorter route has higher
priority. If the shortest route is unavailable due to some
reason such as obstacles on the route, radio noise or
packet collision, the node looks up the configuration
table again and selects the second shortest route. Each
node set a next hop node ID, a temporal destination,
to a packet header after it decides the route. When
neighbor nodes receive the packet, they check the next
hop field and recognize they are a temporal destination
node or not. When they are, they decide new next hop
of the packet and transmit it. When they are not, they
check whether it is a relayed echo (see Section 2.2).

3. Basic Properties of FRN

3.1 Simulation Environment

In this section, we first investigate basic properties of
FRN. We attend to the maximum lifetime by which
the network performance is greatly affected. When the
maximum lifetime is too long for the network, some
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Fig. 3 Simulated Network Model

packets stay long in the network and cause the degrada-
tion of performance. When it is too short contrarily, it
may expire before relay nodes on the route try another
route for the transmission and the system cannot fulfill
its potential. We make some simulations where maxi-
mum lifetimes are different, and evaluate a relationship
between the setting of lifetime and system performance.
For the simulations, ns-2 [13] is used to utilize its radio
propagation model extended by [14].

We use a network model shown in Fig. 3. A circle
represents a node. A line connecting two nodes means
that they can communicate directly. In this model,
packet losses are assumed to occur only by collision of
radio wave. The numbered nodes (node 0, 1, 2, 3) are
host nodes that can transmit and receive data pack-
ets. Arrow from each source node to the destination
is an example of route that packets are actually passed
through. In all simulations, node 0, 1 and 2 go on send-
ing constant bit rate UDP packets to node 3. Arrows
among host nodes are examples of the shortest route.
This network model is based on the application, col-
lecting information from decentralized host nodes. The
packet generation rate of each host node is assumed
identical. The traffic load is defined as the number of
packets generated per one slot in the whole network
(i.e., the sum of the packet generation rate at three
sender nodes). We simulate in the range of load from
0.01 to 0.1 which is practical in actual environment.

We use throughput and packet loss rate (PLR)
to measure the performance. Throughput is an aver-
age number of successfully transmitted packets per one
time slot. PLR is a ratio of the packet not reaching the
destination.

3.2 Network Performance with Various Maximum
Lifetime Value

The network performance is largely affected by the
maximum lifetime as described in previous section.
When it is large, the packets can be relayed to the des-
tination node even after some retransmission trials. As
the traffic load becomes higher, on the contrary, setting
a smaller value is an efficient way to drop long-living
packets and prevent a congestion. There are three re-
sults of simulations where we set the maximum lifetime
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Fig. 4 Original System Performance: Throughput

value to 12, 64 and 128.
Fig. 4 shows throughput transition of each simu-

lation. The label “L(h)” means the value of maximum
lifetime. The load in simulations is defined as the total
of packet generating rate per one slot of all host nodes.
We can see that the throughput peaks at the smaller
load as the maximum lifetime becomes longer. This is
because the number of long-living packets increases and
then congestion occurs in the network. We can achieve
high throughput in the high load environment with a
small lifetime value. It is difficult to clarify a perfor-
mance difference when the load is low. It can be seen
in the next Fig. 5, the graph of PLR. When the load
is low, the system with long lifetime shows better per-
formance than one with short lifetime. Every node in
FRN maintains multiple routes in its configuration ta-
ble (see Section 2). In the long lifetime system, nodes
can try these variable routes to relay packets to their
destination if once a transmission fails. However, as
the load of the system increases, the network perfor-
mance degrades rapidly because of the network conges-
tion caused by many long-living packets.

According to these results, it becomes clear to be
important to select an adaptive value for the maximum
lifetime. The best value is difficult to be determined be-
cause it depends on a scale, structure and current load
of the network. We propose a method for calculating
the adaptive lifetime with the route length.

4. Performance Improvement Techniques

4.1 Adaptive Maximum Lifetime

A maximum lifetime value of packet has much effect
on the network performance as described in Section 3.
All packets used to have the same maximum lifetime
that is large enough for the network scale in an original
FRN system. However, a necessary lifetime for each
packet is different because a hop count against each
route is various. Generally, the shorter route needs the
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Fig. 5 Original System Performance: PLR

shorter time to pass through. There are several lengths
of routes in a network. Then it is not a good idea to
set the same maximum lifetime to all packets. In this
subsection, we show a method for setting an adaptive
maximum lifetime to each packet.

In FRN, every node maintains the configuration
table that includes the shortest hop path to the desti-
nation. This hop count has a close relationship with a
necessary hop count because a source node first try the
shortest route. When a packet is created at the source
node, the node can dynamically calculate an adaptive
maximum lifetime with the shortest hop count in its
configuration table.

According to the simulation results in Section 3.2,
the best maximum lifetime may be between 12 and 64
in this network. We use, for example, L(h) = 6h + 12
(the maximum lifetime L is a function of the shortest
hop length h) for an adaptive maximum lifetime cal-
culation in this paper. This function is derived exper-
imentally through simulations. In a real environment,
many factors will affect the necessary lifetime, therefore
the function may be derived for each environment.

We show the performance example of adaptive
maximum lifetime in Fig. 6. It is difficult to compare
the results by their throughput because it shows little
difference when the load is low, so we show only the
graph of packet loss rate (PLR). The results of static
lifetime values of 12 and 64 are shown for purpose of
comparison. The simulation environment is the same
as in Section 3.1. The function L(h) = 6h + 12 is ap-
plied to all packets at their source node to calculate
their lifetime. Looking at Fig. 6, when the load is low,
the modified system shows better performance of static
lifetime 12. This is because the packets on longer routes
can get longer maximum lifetime in the modified sys-
tem. When the load is high, it does not show a rapid
degradation that is shown in long lifetime system. This
result means, in the modified system, a mechanism to
drop long-living packets by maximum lifetime works
well while it does not work in the static long maximum
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Fig. 6 PLR for the Adaptive Maximum Lifetime System

lifetime system. Therefore, setting an adaptive lifetime
for each packet has a good ability to control the trade
off between network congestion and reliability that are
caused by long lifetime.

4.2 Decrease Packet Collisions

4.2.1 Packet Duplication Problem

As mentioned in Section 2, FRN has a packet retrans-
mission mechanism against transmission errors. While
this mechanism is likely to contribute to packet reach-
ability, it sometimes causes unnecessary packet dupli-
cations. A duplicated packet is a buffered packet in
the intermediate node which will be sent out by the re-
transmission mechanism although an original packet is
being transmitted orderly. Duplicated packets increase
a possibility of collisions, and occupy a node buffer.
They increase the network load more then an actually
given one, and then, the network performance degrades
greatly. A packet duplication process is illustrated in
Fig. 7. Node A transmits a packet to node B success-
fully at slot 0. Node B relays the packet to node C
at slot 1. At the same time, it is expected that this
relayed packet be received by node A as relayed echo.
However, it sometimes happens that the echo is lost
because of an obstacle (e.g., a person in the case of the
skiing ground) or a collision with another packet. Then,
node A cannot receive the echo successfully. In such a
case, the copied packet in the buffer of node A should
not be removed at the end of slot 1. In other words, the
same two packets exist in node A and node C. Node A
retransmits the packet later. It may be retransmitted
through different routes to the destination because of
multiple routes information in the configuration table
and affects a wide area.

Wireless terminals in an actual system have a fea-
ture called relay stop by eavesdropping. When a node
receives a packet and it is the same as one of the pack-
ets in the buffer, the node stops to relay the packet in
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the buffer. Fig. 8 is an example of this feature. Node A
transmits a packet named P1 to node B. At the same
time, it can be received by node C, the neighbor node
of node A. In other words, node C eavesdrops the ra-
dio wave to node B. Node C looks up in its buffer and
finds the same packet. It considers that there is a du-
plicated packet in the same network, and then, erases
the packet in its buffer. This feature has a capability
to erase some duplicated packets, however, it cannot
erase all of duplicated packets and cannot prevent the
duplication itself.

4.2.2 Collision Preventing Methods

Network performance degrades rapidly as the number
of packets in the network increases. This is clear when
we see the results in Fig. 5 again that shows a rapid per-
formance degradation of long maximum lifetime system
when a network load becomes large. This is caused by
a wireless characteristic that the radio wave has the in-
fluence on all nodes within the reachable range. More-
over, the duplicated packet is unnecessary if its origi-
nal packet reaches the destination properly. Therefore,
decreasing a probability of packet duplication leads to
much improvement on the network performance. In
this subsection, we suggest two techniques that can
appropriately control the number of duplicated pack-
ets. As described in previous subsection, packet dupli-
cation is caused by a loss of relay echo, which can be
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reduced by the following two methods: (1) to introduce
the random delay before packet retransmissions (RAN-
DOM DELAY), and (2) to drop the packets previously
which cannot reach the destination host within rest of
their lifetime (EARLY DROP).

The change RANDOM DELAY above is an im-
provement of the packet retransmission method de-
scribed in Section 2.2. As shown in Fig. 1(b), when
a node cannot receive an echo within a specified time,
it selects another route for retransmission. This waiting
duration was a constant length in the original system,
and therefore once the packet experiences a collision,
it tend to repeat collisions until transmission through
another route succeeds. By introducing the random
waiting time before retransmission, the possibility of
collisions would be reduced. We explain why it can de-
crease the number of duplicated packets. See Fig. 9.
Suppose that the waiting time before retransmission is
fixed, as an original system, at three slots. Node A ex-
pects to receive an echo from node B at slot 1. Node
X, however, sends a packet at the same slot and it col-
lides with the echo. Therefore, node A cannot receive
the echo and retransmits the packet at slot 3. At slot
4, the echo from node B collides again with the packet
from node X because of the fixed waiting time. Col-
lisions repeat until the transmission through another
route succeeds. The change RANDOM DELAY can in-
hibit the repeated losses of relay echoes, and it can be
expected to reduce the number of packet duplications.
In the simulations, nodes select a random time from 3
to 5, which was fixed at 3 previously. To make it 2 is
bad because it is too short for an echo based system.

The change EARLY DROP is a technique for de-
creasing unnecessary packets within the network. In
FRN, the packet lifetime is reduced by one for every
time slot. When no collisions occur, a packet can be
passed through one hop by one time slot. That is, the
lifetime should be ideally the maximum allowable hop
count of the packet. The hop count to the destination is
maintained at each node. Thus, if the residual lifetime
of the packet becomes less than the hop count of the
shortest path to the destination, that packet of no use
should be discarded. This technique prevents unneces-
sary packet transmissions and decrease the number of

packet collisions that lead to packet duplications.

4.3 Simulation Results of Proposed Techniques

We investigate the effect of these three improvement
techniques through simulations. The simulation envi-
ronment and network model is the same as that used in
Section 3. It is difficult to compare the results by their
throughput because it shows little difference when the
load is low, and then we show only the graph of Packet
Loss Rate.

The results of change RANDOM DELAY, to de-
termine a waiting time before packet retransmissions
randomly, are shown in Fig. 10 and Fig. 11. The label
“normal” is a result of original system with no modifica-
tion, “random” is RANDOM DELAY modified system.
See Fig. 10, the packet loss rate. At long maximum life-
time system, such as 64, this method is efficient. This
is because long lifetime packets can try many routes
after a quick recovery from packet collisions. It shows
the same or a little worse performance when the maxi-
mum lifetime is short. In this simulation, nodes select
the waiting time before retransmission occurs between
3 and 5, whose average is longer than fixed 3 in an orig-
inal system. This sometimes causes more expiration of
packets when the lifetime is short, then this technique
has less ability in short lifetime system. Fig. 11 shows
the number of duplication occurrences per second. At
long maximum lifetime and high load environment, this
technique can decrease the number of duplication and
improve the performance.

Fig. 12 and Fig. 13 are the results of change
EARLY DROP, to remove packets which lack the life-
time to reach their destinations. The result of modified
system is labeled “drop”. On the contrary as shown
the result of change RANDOM DELAY, it shows better
performance improvement when the maximum lifetime
is short. This technique has an effect on such packets
that will be dropped forcibly because of expiration of
lifetime. In a long lifetime system, there is less proba-
bility of packet time-out, and this modification shows
little improvement. This technique has a little efficient
on packet duplications. However, in the short lifetime
system, the number of duplication is little from the be-
ginning. Therefore, this technique cannot show a great
improvement on packet duplication.

At last, we show a result with all modifications.
Three techniques we have proposed are independent of
one another. It is expected that the network perfor-
mance improves more by applying all suggestions at
the same time than by applying each of them sepa-
rately. Fig. 14 shows the PLR transitions. In this fig-
ure, we add the result of one modified system where
the maximum lifetime is calculated dynamically. We
can see the network achieves the best performance with
all modifications. Through these simulations, our sug-
gestions are proved to have an ability to improve the
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network performance of FRN system, and shows much
more performance by applying them at the same time.

5. Conclusion

In this paper, we have investigated performance char-
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acteristics of Flexible Radio Network (FRN), a product
of commercial use. Because of its application, collect-
ing an information from many distributed terminals,
FRN has an original protocol to construct a reliable net-
work. However, it causes high packet loss rate because
long-living packets disturb other packets and sometimes
the retransmission mechanism makes duplicated pack-
ets. We have introduced a dynamic adaptive maxi-
mum lifetime setting technique to control the lifetime
of packet. Next, we have described a packet duplication
process in FRN and suggested two techniques with con-
sideration to packet duplication. We have shown those
three techniques can improve the network performance
through simulation experiments. In addition, we have
also shown that they can be applied to the system at
the same time to achieve the best performance.

As a future topic, we should develop a method
to determine the best expression for adaptive maxi-
mum lifetime that considers the network load or current
packet loss rate. End-to-end performance by using, e.g.,
TCP, as an upper layer protocol should also be inves-
tigated.
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