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Abstract

An ad hoc network is a distributed and self-organized network, where wireless ter-

minals exchange network information with neighbor terminals and construct a multi-hop

network. The topology of such a network changes frequently because of the unsettled wire-

less environment and/or terminal mobility. Consequently, appropriate route maintenance

is necessary. In this thesis, we first focus on a commercially available ad hoc wireless net-

work system, the Flexible Radio Network (FRN). This system uses a proprietary protocol

that provides multiple-route management and hop-by-hop transmission acknowledgement.

We discuss the system performance, which was evaluated through simulations regarding

the data-link and routing protocol of the FRN to clarify the system’s basic properties, and

then explain some FRN problems that degrade the system performance. After that, we

describe techniques to improve the performance. These techniques are aimed at improving

the system parameter setting adaptively or at remedying the problems statically. Through

simulation results, we show how the techniques improve system performance.

In the second part of this thesis, we investigate high-speed data communication ser-

vices provided over ad hoc networks. Ad hoc networks are expected to be integrated with

wired networks and many applications will operate over TCP/IP (Transmission Control

Protocol/Internet Protocol), so many studies have been dedicated to improving the perfor-

mance of TCP over ad hoc networks. However, most of these studies assumed a persistent

TCP connection. This is clearly inadequate because many TCP connections are actually
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short-lived. For such short-lived connections, the routing latency in ad hoc networks is

considerable. We describe a new routing protocol, the Low-latency Hybrid Routing proto-

col (LHR), that is suitable for a network in which many TCP connections are short-lived.

Through simulations, we have compared the performance of LHR with that of existing

routing protocols. The simulation results show that LHR can establish TCP connections

more quickly than other routing protocols.
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1 Introduction

An ad hoc wireless network is a self-organized network consisting of wireless terminals

that communicate with each other and exchange network information. These terminals

are able to relay packets for another terminal, and can form a wide-area multi-hop wireless

network. An ad hoc network needs neither a wired backbone network nor base stations, so

network installation, expansion, and removal can be done quickly and easily. Such a wire-

less infrastructure is applicable to, for example, distributed computing, disaster recovery,

and military operation. A sensor network, a data-collection system using many distributed

sensors, is another good application of an ad hoc network. In such a network, the net-

work topology changes frequently because of an unsettled wireless environment and user

mobility. Accordingly, many studies have been dedicated to analyzing the characteristics

of such networks and/or developing new routing methods (see, e.g., [1-6]).

Existing ad hoc routing schemes can be classified into three broad categories.

1. Proactive routing scheme: wireless terminals in the network maintain routing tables.

They exchange tables with their neighbor terminals and periodically update them.

In this way, routes to all terminals are pre-computed.

2. On-demand routing scheme: wireless terminals make a route query on demand when

they have a packet for transmission. A terminal maintains only routes to terminals

with which it is directly communicating.

3. Flooding scheme: all packets are broadcast.

We will describe the first two approaches in more detail. The Destination-Sequenced

Distance Vector (DSDV) [7, 8] protocol is an example of a proactive routing protocol, and

is based on the Distributed Bellman-Ford (DBF) algorithm [9]. Routes to all terminals

are proactively calculated, so that the terminal can instantly determine the route for

transmission. However, terminals must exchange their route tables more frequently in high
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mobility networks, which causes high routing operation overhead and degrades network

performance. In addition, the table size and route propagation delay become larger as the

number of terminals increases. Dynamic Source Routing (DSR) [10] is an example of an

on-demand routing protocol. It finds a route to the destination by exchanging a broadcast

route query packet and a unicast route reply packet. The query packet accumulates the

terminal addresses along the route in its header, and the destination replies through the

reverse route. Terminals have only to maintain the routes in present use. In a high-

mobility or high-error network, the on-demand route search process causes high overhead

while it can find a better quality path than proactive protocols. The route search latency

is also considerable.

The Flexible Radio Network (FRN) is a commercially available ad hoc wireless network

system [11]. A large-scale network with stationary terminals can be easily installed into

existing facilities with the FRN. In addition, the network can be extended by simply

adding a new radio terminal where needed. The FRN adopts a proprietary protocol that

can efficiently adapt to terminal failures or a change in network configuration. The routing

protocol is table-driven and based on the distance vector algorithm [9]. The difference

between the FRN routing protocol and existing proactive ad hoc routing protocols like

DSDV is that the FRN is capable of maintaining multiple routes to each destination and

transmitting packets via a detour if the shortest route is temporarily unavailable. This

is important in ad hoc networks with mobile and unstable communication environments.

The basic performance of FRN has been investigated in [12], however, it is not entirely

clear how system parameters affect performance in terms of, for example, the throughput

and packet loss rate. In the current system, these parameters are determined through

trial and error, but in order to clarify the applicability of this system, a more detailed

evaluation is needed.

In this thesis, we describe three techniques that will improve FRN performance. These

techniques resolve problems found through simulated performance evaluation and/or ex-
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perience in an actual environment. One technique consists of a change in the system

parameter setting. All FRN data packets have a parameter called maximum lifetime.

This is used to discard long-lived packets wandering in the network. In an original sys-

tem, a value large enough for the network (larger than the network diameter) is identically

set for all data packets. However, the maximum lifetime of a packet is closely related to

the hop count needed for the packet to reach the destination node. The system perform

better if an adaptive lifetime is set for each packet.

The other two techniques decrease the number of packet collisions that lead to packet

duplication. As explained later, the FRN has a problem in that packets are unnecessarily

duplicated in packet relaying process. In the FRN, wireless terminals check for packet

transmission errors at every hop. When a transmission error is detected, they retransmit

the packet after selecting the next available route. This kind of error can be detected when

the terminal does not receive a corresponding ACK signal from the neighbor terminal

within a pre-specified time. The problem is that the packet sender terminal perceives

a transmission error when the ACK packet is lost after the data packet is successfully

transmitted. In such a situation, the terminal re-transmits the data packet even though

the first packet was not lost. The re-transmitted packet in such a case is a duplicate packet.

The unneeded duplicate packet enters the network because, to reduce the complexity of

wireless terminals, the FRN has no terminals that manage the packet transmission history.

Packet duplication thus needlessly increases the traffic load. To make matters worse, as

the traffic load rises, more duplicated packets are generated because the ACK transmission

error probability increases. Thus, the network performance rapidly deteriorates. The two

techniques to prevent packet collisions and ACK losses will be discussed in Subsection

2.5.3.

Next, we will investigate the data communication services on ad hoc networks. Many

applications operating on wired networks use TCP (Transmission Control Protocol). Ad

hoc networks will probably be integrated with wired networks by using TCP/IP, and
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many researchers have studied the performance of TCP over ad hoc networks in [3, 13-

17]. However, most of these studies assumed a persistent TCP connection (i.e., that there

was an infinite amount of data to transmit which would cause the connection to remain

open indefinitely), and the steady-state throughput values were examined. Since many

TCP connections are short-lived in a real world, this approach is clearly inadequate. For

example, the average size of Web documents at several Web servers has been reported to

be about 10 [Kbytes] [18]. Furthermore, in a sensor network, a promising ad hoc network

application, the amount of data carried by each connection is small and most of the TCP

connections would be short-lived. Since TCP is an end-to-end communication protocol

for wireless and wired terminals, its modification for applications to a sensor network will

not permit adequate protocol migration. Instead, we should consider adopting a new ad

hoc network routing protocol suitable for short-lived TCP connections.

To improve the performance of short-lived connections, we need to tackle the following

problems, which are not addressed in the existing routing protocols;

• Large routing table overhead

• Large latency for the initial route search process

• Large latency for the another route search associated with link disconnection

If we assume a persistent TCP connection as in existing routing protocols, these prob-

lems will not much affect performance even in high-mobility and high-traffic-load envi-

ronments. However, a TCP connection is unlikely to exist indefinitely in actual use, and

most connections are short-lived. In this thesis, we thus propose a new routing proto-

col, the Low-latency Hybrid Routing protocol (LHR), which is aimed at decreasing the

connection-establishment latency for TCP connections to overcome these problems.

This thesis is organized as follows. In Section 2, we begin by describing the Flexible

Radio Network (FRN) system and evaluate the relationship between its performance and

the system parameter setting. We examine the packet duplication process in detail, and
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we show that the network performance rapidly deteriorates as the number of duplicate

packets rises. We then describe techniques to improve the performance with respect to

packet duplication. A simulation has shown that these techniques can reduce the number

of duplicate packets and improve network performance. In Section 3, we investigate a

transport layer protocol suitable for ad hoc networks used for data communication services

and propose a new routing protocol for short-lived TCP connections. Finally, we conclude

this thesis and outline several remaining research topics in Section 4.
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2 Performance of the Flexible Radio Network

2.1 System Description

The Flexible Radio Network (FRN) is a multi-hop wireless network system developed

by the Fuji Electric Company. It is a data-collection system that has been used as a

kind of sensor network. Early FRN applications have included power consumption data

collection, usage information collection from ski-lift gates, and sales account collection and

monitoring of vending machines.

In the FRN, every wireless terminal is called a node. Nodes with which a node can

communicate directly are called neighbor nodes. Every node is able to select a route

for a packet and relay the packet to a neighbor node. Specifically, a host node that

generates and receives data packets and other nodes called relay nodes make up a multi-

hop network. Every node maintains the network information in a configuration table that

contains the routing information from the node to each destination node (Table 1). The

routing information consists of a list of the neighbor nodes on the route to the destination

node and the hop count of the route. Every node periodically exchanges a configuration

control packet with the other nodes, and updates its configuration table according to the

packets from neighbor nodes.

Table 1: Network Configuration Table

Dest. Node 0 Dest. Node 1 . . .

Route 1 Neighbor Info. Neighbor Info. . . .

Route 2 Neighbor Info. Neighbor Info. . . .

...
...

...
. . .
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Figure 1: Packet Transmission Timing

2.2 Protocols Description

2.2.1 Data-link Protocol

In the FRN, hop-by-hop packet transmission acknowledgement ensures reliable packet

transmission. A radio channel is divided into fixed-length time slots. In a wireless network,

any neighbor node of a particular node can receive packets from the node even when it

is not the source/destination of the packet. In the FRN, this property is used for the

hop-level acknowledgment. Figure 1 shows an example of this. In Figure 1(a), the packet

transmission and acknowledgment at node A is successful. Node B receives the packet

from node A and successfully relays it to another node. At the same time, this relayed

packet is received by node A because it is a neighbor node of node B. This acknowledgment

is called the relay echo (or simply the echo). If the relay echo is successfully received by

node A, it confirms that the transmission to node B was successful. In Figure 1(b), the

first transmission from node A fails. In this case, node A detects a failure because it

receives no echo from node B. Node A then retransmits the packet after a pre-specified
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time. When a packet reaches its destination node, the destination node transmits it no

further and the previous node does not receive an echo. To delete the buffered packet in

the previous node, the destination node creates an ACK packet as an exception (Figure

1(c)).

A maximum lifetime is predefined for every data packet. The lifetime is decreased by

one per time slot even if the packet remains in a buffer, and the packet is discarded when

the value reaches zero (its lifetime has expired). The maximum lifetime is an important

configuration parameter since a short lifetime allows effective removal of long-lived packets

from the network while a long lifetime gives a packet an extra chance to try another route

to the destination. To establish a reliable network, we need to set the value high enough

for the longest route, but low enough to avoid network congestion.

2.2.2 Routing Protocol

In the FRN, each node collects network information from its neighbor nodes and decides

the direction for the relay of packets. Since the radio environment changes frequently, a

routing protocol must adaptively select an appropriate route. Furthermore, if a node fails

to transmit a packet on the first trial, another route should be selected immediately (or

the same route should be tried again). In the FRN, every node maintains multiple sets of

route information for each destination node in the configuration table as shown in Table 1.

For each destination, routes are divided into three groups according to their hop count:

• Forward route: Route(s) with the lowest hop count(s) to the destination.

• Sideward route: Route(s) whose hop count to the destination equals the shortest

hop count plus one.

• Backward route: Route(s) whose hop count to the destination equals the shortest

hop count plus two or more.
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Figure 2: Multiple Route Selection

Figure 2 shows examples of these route classifications. When node A is the source node

and node D is the destination node, the shortest hop count is two, and routes through

nodes B and C are forward routes. The route through node I requires three hops, so this

route is a sideward route. A backward route to node D passes through node E. On a

backward route, a checkpoint is defined for each destination at the source node to avoid

back tracking. When the check point is defined in the packet header, nodes must first

transmit the packet to the checkpoint node. When node A transmits a packet through

node E, node G is defined as the checkpoint. Without a checkpoint, node E would relay

the packet back to node A because the shortest route to node D is through node A. (The

checkpoint detection method is not discussed any further in this thesis.)

In this routing protocol, a shorter route has a higher priority. If the shortest route

is unavailable for some reason such as an obstacle on the route, radio noise, or a packet

collision, the node refers to the configuration table again and selects the second shortest

route. Each node sets a next-hop node ID, a temporary destination, in a packet header

after it decides the route. When neighbor nodes receive the packet, each neighbor node

checks the next-hop field and recognizes whether it is a temporary destination node. If

it is, the node decides a new next hop for the packet and transmits it. If not, the node
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checks whether the packet is the relay echo from its previous transmission.

2.3 Network Environment for Simulations

In this subsection, we describe the network envronment for simulations investigating the

basic properties of the FRN. We focus on one system parameter – the maximum lifetime

– that greatly affects the network performance. When the maximum lifetime is too long

relative to the network diameter, some packets stay in the network for too long and degrade

network performance. When it is too short, on the other hand, it may expire before relay

nodes on the route can try another transmission route and the system cannot fulfill its

potential. Through simulation experiments, we have evaluated a relationship between the

lifetime parameter and system performance. For the simulations, we used the ns-2 network

simulator [19] with a radio propagation model extended by the CMU Monarch Project

[20]. Multicast transmission of the IEEE 802.11 [21] was used for all packet transmission.

This mode is a single-hop multicast that does not produce the RTS/CTS/DATA/ACK

exchanges of the IEEE 802.11 unicast mode, and is the same as the FRN at an abstract

level, and thus sufficient to examine the FRN performance. The radio transmission range

was 250 meters and the buffer capacity of each node was 50 packets. This capacity

was large enough to inhibit buffer overflow, allowing the performance of data-link and

routing protocols to be investigated. All the nodes periodically exchanged their network

configuration tables. The period between exchanges was long enough, though, to prevent

this affecting the system performance.

We used the network model shown in Figure 3. In the figure, a circle represents a node

and a line connecting two nodes means they can communicate with each other directly.

In this model, packet losses are assumed to be caused only by radio wave collision. The

numbered nodes (nodes 0, 1, 2, 3) are host nodes that generate and absorb data packets.

The dashed arrows from each source node to the destination are examples of routes that

packets actually passed through. In all simulations, nodes 0, 1, and 2 continuously sent

17
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Figure 3: Simulated Network Model

UDP packets at a constant bit rate to node 3. This network model was based on an

application collecting information from decentralized host nodes. An identical packet

generation rate was assumed for each host node. The traffic load was defined as the

number of packets generated per time slot over the whole network (i.e., the sum of the

packet generation rate at the three sender nodes). We simulated loads ranging from 0.01

to 0.1, which are practical values in an actual environment.

The throughput and packet loss rate (PLR) were used to measure performance. Through-

put was the average number of packets successfully transmitted to their destinations per

time slot. The PLR was the proportion of the packets that did not reach their destination.

2.4 Performance Evaluation for Different Maximum Lifetime

The network performance is sensitive to the maximum lifetime as explained in the previous

subsection. A long lifetime allows packets to be relayed to the destination node even after

several retransmission attempt. As the traffic load rises, however, a lower value is an

efficient way to drop long-lived packets and prevent congestion. There are three sets of

simulation results discussed here, where the maximum lifetime value was set to 12, 64,

and 128.

Figure 4 shows the throughput values. The label “L(h)” represents the maximum

lifetime value. The load in the simulations was defined as the total of the packet generating
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Figure 4: Original System Performance: Throughput

rate per slot for all host nodes. If the lifetime was long, throughput began to deteriorate

as the load increased, because long-lived packets within the network caused congestion.

We could achieve higher throughput in a high traffic load environment by using a lower

lifetime value. However, the PLR exhibited a different tendency as shown in Figure 5.

When the load was low, the system performed better with a long lifetime than with a

short lifetime. As explained in Subsection 2.1, every node in the FRN maintains multiple

routes in its configuration table. In the long lifetime system, nodes can try these various

routes to relay packets to their destination once the initial transmission fails.

These results demonstrate the importance of selecting an adaptive value for the max-

imum lifetime. However, it is difficult to determine the best value because it depends on

the scale, structure, current load, and traffic pattern of the network. A source node can

only use the route information maintained in its network configuration table. Below, we

explain how the adaptive maximum lifetime can be calculated by using the route length.
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Figure 5: Original System Performance: PLR

2.5 Proposals for Performance Improvement

2.5.1 Adaptive Maximum Lifetime

The maximum lifetime value of the packet strongly affects network performance as de-

scribed in Subsection 2.4. In the original FRN, all packets have the same maximum

lifetime that is set according to the network scale. However, what actually constitutes an

adequate lifetime for each packet differs for each packet because the hop count along the

routes varies. In this subsection, we describe a method that can be used to set an adaptive

maximum lifetime for each packet.

In the FRN, every node maintains a configuration table that includes the shortest hop

path to a destination. This shortest hop count is closely related to the hop count necessary

to reach a destination because a source node first tries the shortest route. When a packet

is created at the source node, the node can dynamically calculate the necessary lifetime

based on the shortest hop count in its configuration table.

The simulation results in Subsection 2.4 showed that a maximum lifetime under 12 is

too small to decrease PLR when the load is low, while a lifetime over 64 is too large. We
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Figure 6: PLR for the Adaptive Maximum Lifetime System

can use, for example, L(h) = 6h+12 (the maximum lifetime L is a function of the shortest

hop length h) as an adaptive maximum lifetime calculation. This function was derived

through simulations. In a real environment, however, many factors will affect the necessary

lifetime. Therefore, a unique function should be determined for each environment.

2.5.2 Performance Evaluation for Adaptive Maximum Lifetime

An example of the system performance when the adaptive maximum lifetime is used is

shown in Figure 6. It is difficult to compare throughput values because there is little

difference when the load is low, so only the PLR is shown. The PLR for static lifetime

values of 12 and 64 are also shown for comparison. The simulation environment was the

same as that described in Subsection 2.3. The function L(h) = 6h + 12 was applied to

all packets at their source node to calculate their lifetime values. As shown in Figure 6,

the modified system had a lower PLR than the system with static lifetime of 12 when

the load was low. This was because the packets on longer routes could have a longer

maximum lifetime in the modified system. When the load was high, the PLR deterioration

was less rapid than with the long lifetime system. This indicated that the mechanism
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to discard long-lived packets according to their maximum lifetime worked better in the

modified system than in the static long maximum lifetime system. Therefore, setting

an adaptive lifetime for each packet is an effective way to control the trade-off between

network congestion and reliability.

2.5.3 Fewer Packet Collisions and Duplications

As mentioned in Subsection 2.2.1, FRN has a packet retransmission mechanism to guard

against transmission errors. While this mechanism improves packet reachability, it some-

times causes unnecessary packet duplication. A duplicate packet is a buffered packet in

an intermediate node that will be sent out by the retransmission mechanism, while an

original packet is being properly transmitted. Duplicate packets increase the possibility of

collisions and occupy a node buffer. They increase the network load more than an original

packet, and hence they can seriously degrade network performance. A packet duplication

process is illustrated in Figure 7. Node A successfully transmits a packet to node B in

slot 0. Node B relays the packet to node C in slot 1. At the same time, node A expects to

receive the relayed packet as a relayed echo. However, the echo is sometimes lost because

of an obstacle or a collision with another packet, and node A does not receive it. In such

a case, the copy of the packet in the node A buffer will not be removed at the end of

slot 1. In other words, the same packet exists in both node A and node C. Node A will

then needlessly retransmit the packet, possibly through a different route to the destination

because of the multiple route information in its configuration table.

Wireless terminals in the FRN have a feature called relay stop by eavesdropping. When

a packet received by a node is the same as a packet in its buffer, the node stops relaying

the buffered packet. Figure 8 shows an example of this feature. Node A transmits a packet

(P1) to node B. At the same time, the packet can also be received by node C, the neighbor

of node A, because all neighbors of node A can receive packets transmitted by node A

regardless of the packet destination for, as described in Subsection 2.2.1. In other words,
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Figure 7: Packet Duplication Process
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Figure 8: Relay stop by eavesdropping

node C can eavesdrop on the radio signal to node B. If node C refers to its buffer and

finds the same packet, it concludes that there are duplicate packets in the same network,

and so, discards the packet in its buffer. However, while this feature enables the system

to discard some duplicat packets, it cannot erase all duplicat packets and cannot prevent

the duplication itself.

Network performance falls rapidly as the number of packets in the network rises, as

the results in Figure 5 clearly show. This is because the radio signal used for transmission
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Figure 9: Repeated Echo Loss

affects all nodes within its range. Moreover, a duplicate packet is unnecessary if the

original packet reaches its destination properly. Therefore, lowering the possibility of

packet duplication will improve network performance. In this subsection, we describe

two techniques that can appropriately control the number of duplicated packets. Since

packet duplication is caused by loss of the relay echo, it can be reduced by (1) introducing a

random delay before packet retransmission (RANDOM DELAY), and (2) dropping packets

that cannot reach the destination host within their remaining lifetime even through their

lifetime has not expired (EARLY DROP).

RANDOM DELAY is an improvement of the packet retransmission method described

in Subsection 2.2.1. This is a well-known technique to inhibit collision repeats. In the

FRN, when a node does not receive an echo within a specified time, it selects another

route for retransmission (Figure 1(b)). In the original system, this waiting period was

constant (three slots) and it led to repeated collisions. Moreover, we found that in some

cases, the relay echo packets repeatedly collide and many duplicate packets are produced.

(Figure 9). Suppose that the waiting time before retransmission is fixed at three slots as

in the original system. Node A expects to receive an echo from node B in slot 1. Node X,

a neighbor node of A, transmits a packet in the same slot and this packet collides with the

echo. Therefore, node A does not receive the echo and retransmits the packet in slot 3.
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Next, in slot 4, the echo from node B collides again with the packet from node X because

of the fixed waiting time. Nodes A and X each selects another route for retransmission if it

has an alternative route entry to the destination, so it is difficult to detect the duplication

on each node. Collisions are repeated until the transmission succeeds. RANDOM DELAY

prevents the repeated loss of relay echoes, thus reducing of the number of duplications. In

the simulations, a random retransmission time from three to five was set for each packet.

EARLY DROP is an effective method to lower the number of unneeded packets within

the network. In the FRN, the remaining packet lifetime falls by one for every time slot

that passes, even if the packet stays in a buffer. When no collisions occur, a packet can be

passed one hop in each time slot. Ideally, the lifetime should be the maximum allowable

hop count of the packet. The hop count to the destination is maintained at each node.

Thus, if the residual lifetime of the packet becomes less than the hop count of the shortest

path to the destination, that packet is of no use and should be immediately discarded.

This technique prevents unnecessary packet transmissions and decreases the number of

packet collisions that lead to packet duplication.

2.5.4 Performance Evaluation of Collision Prevention Methods

The results for RANDOM DELAY modification are shown in Figures 10 and 11. The label

“normal” denotes a result from the original system with no modification, and “random”

denotes the RANDOM DELAY modified system. With a long maximum lifetime (such as

64), the modified system is efficient because long lifetime packets can try several routes

after a quick recovery from packet collisions. It worked as well, or only slightly worse, as

when the maximum lifetime was short. In this simulation, nodes selected the waiting time

before retransmission between time slots 3 and 5, and the average waiting time was longer

than the fixed value of three in the original system. This technique sometimes caused

more packet expirations than when the fixed lifetime was short, and thus is likely to be

less useful in a short lifetime system. Figure 11 shows the number of duplications per
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Figure 11: Number of Duplications for the RANDOM DELAY Modified System

second. In a long maximum lifetime system used in a high traffic load environment, this

technique can decrease the number of duplications and improve performance.

Figures 12 and 13 show the results for the EARLY DROP modified system. (The

results of the modified system are denoted by “drop” in the figures.) In contrast to the
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Figure 12: PLR for the EARLY DROP Modified System
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Figure 13: Number of Duplications for the EARLY DROP Modified System

results with RANDOM DELAY, the performance improved when the maximum lifetime

was short. This modification had a beneficial effect on packets that would be dropped

forcibly because of lifetime expiration. In the long lifetime system, packet timer expirations

are less likely so this modification led to little improvement. That is, this modification does
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Figure 14: PLR for the All Modified System

not greatly lower the number of duplications because packets are quickly discarded because

of lifetime expiration in a short lifetime system and little packet duplication occurs.

2.5.5 Performance Evaluation for All Methods Together

Now, let us consider the simulation results when using a method incorporating all three

modifications; i.e., adaptive maximum lifetime, RANDOM DELAY, and EARLY DROP.

We would expect the network performance to be further improved by applying all three

at the same time compared to the improvement achieved by applying each separately.

However, it was necessary to investigate their interaction because this could have an

unexpected effect on performance improvement. Figure 14 shows the PLR dependence on

the traffic load. The best performance was attained by applying all modifications. These

simulation results confirmed that these techniques can improve FRN system performance.
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3 End-to-End Communication in Ad Hoc Networks

The previous section described the hop-by-hop receipt acknowledgment method used to

increase the network reliability. In the Internet, though, TCP is widely used as a reliable

end-to-end protocol and its future use in wireless ad hoc networks appears certain. This

section therefore focuses on the TCP performance in ad hoc networks.

3.1 Studies on the Transmission Control Protocol (TCP)

TCP was developed to ensure good performance in traditional wired networks where the

probability of packet loss is expected to be low and most loss is caused by network conges-

tion. A TCP source detects congestion if it does not receive an acknowledgement packet.

In wireless networks, though, radio interference and node mobility raise the loss proba-

bility. However, the TCP source cannot determine the reason for an acknowledgement

timeout. TCP-F [14] enables the TCP source to differentiate between timeout causes and

to stop timers and transmission for as long as the source cannot contact the destination.

TCP-BuS [3] also uses this idea and is capable of intelligent buffering techniques at mobile

nodes. In [13, 15, 17], the TCP performance is compared in various network environments

with respect to routing protocols, node mobility, and background traffic.

Most of these studies have assumed that TCP connections are persistent and have

examined the steady-state performance. However as explained in Section 1, most of TCP

connections are short-lived and the amount of data per connection is small in actual

networks. For such connections, the routing latency in ad hoc networks will grow propor-

tionately with the overall connection time and degrade network performance. Since TCP

is an end-to-end communication protocol for both wireless and wired terminals, modifying

it specifically for ad hoc networks will not allow adequate protocol migration. Instead, we

need to consider a new routing protocol for ad hoc networks that is suitable for short-lived

TCP connections.
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3.2 Low-latency Routing Protocol for Short-lived TCP Connections

A sensor network is a typical application of wireless ad hoc networks. This network model,

the collection of small amounts of information from many terminals, is suitably represen-

tative of the main characteristics of ad hoc networks, such as their distributed operation,

scalability, and ease of maintenance. Many researchers have proposed various routing pro-

tocols for ad hoc networks, however, most of these protocols have been aimed at achieving

good performance in a high-mobility, high-load environment and their effectiveness has

been measured in a steady state. Specifically, they have assumed persistent connections

in simulation experiments to evaluate protocols proposed in the literature. However, the

characteristics of a practical network differ from those of the simplified networks that have

been studied. For example, in a sensor network, (1) data is collected from many nodes

and sent to a limited number of nodes; and, more importantly, (2) most TCP connections

are short-lived.

To improve the performance of short-lived connections, we need to tackle the following

problems, which are not resolved by the existing routing protocols;

• large overhead when exchanging the routing tables

• large latency of the an initial route search process

• large latency of another route search in the event of link disconnection

If we assume a TCP connection is persistent, these problems do not affect the performance

even in a high-mobility, high traffic load environment. However, this assumption is not

realistic.

We have developed a routing protocol that resolves the above problems and allows

low latency short-lived connections. We call this the Low-latency Hybrid Routing proto-

col (LHR), and it combines on-demand route searching and proactive route maintenance.

LHR can also reduce the latency of another route search in the event of link disconnection,

as will be explained later in more detail.
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3.2.1 Down-sizing Route Table

A sensor network collects data from many sensor nodes that generate data packets and

transmit them to a few data-collection nodes. In such networks, the data-collection nodes

are generally pre-specified and will not change when active. Routing protocols that main-

tain routes to all nodes will unnecessarily increase the network and terminal load. In LHR,

each node registers the target destination nodes as Data Receivers (DRs). Only routes to

DRs are maintained and exchanged with neighbor nodes. The method used to provide the

nodes with the routes to the DRs is described in the next subsection.

3.2.2 Decreasing Latency of a New Route Search

On-demand protocols begin a route search upon packet transmission demand which tends

to increase the latency. In contrast, proactive protocols can search for the route before the

transmission demand actually occurs. However, proactive protocols mean a long time is

needed to collect routing information from all over the network, and nodes cannot transmit

packets to unknown destinations. In LHR, nodes maintain route tables for every DR and

update the route entries with a periodic HELLO packet exchange. When they do not

know an available route to the DR, they begin the route search process.

In LHR, a source node broadcasts a Route Request (RREQ) packet when it does not

know any available routes to the destination. A node receiving a RREQ packet records

the reverse route to the RREQ source node and rebroadcasts the packet if it is not the des-

tination. The target destination receiving this packet broadcasts a Route Reply (RREP)

packet. All nodes receiving these two packets register the target destination node as the

DR and record routes. Then they begin to broadcast a HELLO message periodically to

neighboring nodes, and update the routes to the DR. With proactive protocols, a link

disconnection means that nodes must wait for a neighbors’ route update message. To

decrease this latency, LHR uses a different route re-search method, which is described in

the next subsection.
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3.2.3 Decreasing Latency of a Route Re-search

The most original point of our proposed protocol is the route re-search method. There are

several techniques, as listed below, for recovering routes after link disconnection caused

by node movement and/or changes in the wireless environment.

1. Routing tables are exchanged with neighbor nodes. Another available route can be

found from the routing table. The problem is that there is no way to search for

another route on demand.

2. A route error message to the source node is initiated. On receiving this message,

the source node begins another route-request process. On-demand routing protocols

such as DSR [10] use this method. It is effective for long-lived connections because

the new route will be short and of good quality. However, in an environment with

many short-lived connections, this approach seems to waste time.

3. A RREQ packet is broadcast from the node that detects the link failure. Though

the route found with this method is sometimes longer than that with method 2, this

does not seriously increase overhead when the connection time is short.

4. The network attempts to ensure that multiple routes are always maintained in ad-

vance. This means another available route is quickly provided. However, other

available routes do not always exist.

We combined methods 3 and 4. In short, nodes suffering a link disconnection first try

retransmission through method 4. If no other routes are available, the nodes try method

3 and will be able to recover the route within a short time. We describe these methods in

more detail below.

As explained in Subsection 3.2.2, the node receiving a RREQ packet broadcasts a

RREP packet. When a node receives the RREP packet from multiple neighbors, it indi-

cates that there are multiple routes to the destination. The node then caches these routes
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Table 2: Example of the Route Table of Node 0 in the Figure 15

Neighbor Node Hops Sequence No.

route 1 4 2 1

route 2 3 3 1

route 3 2 3 1

0

6

route 2

route 1

route 3

source

destination

4

3

5

2
1

Figure 15: Multiple Routes’ Entries

for use in the event of link disconnection.

When a node receives route information through a RREP packet from a neighbor

node, it updates its routing table entries for the destination node specified in the packet.

The node also compares the sequence number of the route information, as described in

Subsection 3.2.2, with those of the route entries it maintains. If the sequence number is

higher, the node deletes all older route entries to the destination node and begins to use

the new route. If it is the same, the node can use that route as a backup route. If it is

lower, the node simply ignores it.

With this multiple route maintenance mechanism, the number of route entries may

become excessive. To avoid this problem, LHR limits the route entries for each active
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receiver. This limitation is that when the shortest route to an active receiver has n hops,

the node maintains only n hop routes and n + 1 hop routes. For example, in Figure 15,

the shortest route from node 0 to node 6 has two hops. Node 0 will maintain only two-hop

and three-hop routes. Table 2 is an example of the route table constructed in Node 0. It

is difficult, though, to estimate an appropriate limit on the number of hop counts that

the node should maintain. However, experience from past research into another ad hoc

network systems [22] suggests that shorter routes should be given a higher priority. When

node 0 has a packet destined for node 6, node 0 first tries the transmission on route 1, the

shortest route to node 6. If it fails, node 0 disables route 1, and tries the second shortest

route. If all transmission trials eventually fail, node 0 initiates a RREQ packet.

3.2.4 Integrated Connection Establishment

The TCP connection is established by a three-way handshake [23]. First, the TCP sender

and receiver exchange SYN, SYN+ACK, and ACK packets. Because this negotiation is

necessary regardless of the connection time, the time needed for connection establishment

can be considerable relative to the length of short-lived TCP connections.

In LHR, two message packets are broadcast at TCP end-hosts when the route to a

destination is unknown. Therefore, at the beginning of the TCP connection on a new route,

they must exchange four packets before the source node receives SYN+ACK as illustrated

in Figure 16. This creates a considerable latency for short-lived connections. We can

decrease this latency when using LHR by integrating the TCP connection establishment

with the route search (Figure 17). When the node initiating the SYN packet cannot find

an available route, it broadcasts a RREQ packet carrying the SYN packet. The RREP

packet also carries the SYN+ACK packet from the destination node. It is inevitable that

the network load will increase, however, this is acceptable because we are now aiming at

decreasing the latency for short-lived connections at the expense of an increased traffic

load. Note also that this method does not make any changes to TCP, hence existing TCP
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Figure 16: Sequential Operation of Route Searching and TCP Connection Establishment

implementations are applicable.

3.3 Performance Comparison

3.3.1 Simulation Methods

For the simulation experiments, we implemented LHR using an ns-2 network simulator [19]

with a wireless extension developed by [20]. We used DSR and DSDV implementations

by CMU Monarch [20]. An IEEE 802.11 wireless LAN [21] was employed at the link-layer

level. The radio propagation range was 250 meters and the buffer capacity of each node

was 50 packets.

We simulated a 500 x 2000 m network field that consisted of 50 randomly placed nodes.
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Figure 17: Concurrent Operation of Route Searching and TCP Connection Establishment
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Figure 18: Two-state Transition Error Model

Their mobility pattern was based on a random way-point model [24]. To investigate the

effect of node mobility, we used the three mobility patterns listed below.

• Max speed: 0 (m/sec)

• Max speed: 5 (m/sec), mean speed: 2.5 (m/sec), pause time: 0 (sec)

• Max speed: 20 (m/sec), mean speed: 10 (m/sec), pause time: 0 (sec)

Another important parameter that affects network performance is the packet error

rate (PER). This was modeled by a two-state transition error model (Figure 18) known

as the Gilbert model [25]. For each of the simulation experiments, we used two PLR

values (0% and 1%), calculated from the expressions derived in [26], to evaluate how the

PLR affects routing latency. We defined the unit time of good and bad states as the time
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needed to transmit one data packet. In our simulations, this was about 5.84 msec and

was defined as one time slot. The mean length of staying in the error-free state was set to

20,000 slots, and that of the error state was 200 slots when we used an error rate of 1%.

We simulated a data collection network model with many short-lived TCP connections.

In each connection, the amount of transmission data was uniformly set up to 10 packets

and the TCP data packet size was 1,460 bytes. The simulation time was 210 sec and

connection establishment processes were begun from 100 to 200 sec. During this first

100 seconds, DSDV nodes constructed the route tables. Connection establishment requests

were assumed to follow a Poisson arrival process and the mean arrival rate in the network

was set to 5 connections/sec. Connections were also assumed to be established to one data

collecting node from all other data generating nodes. This traffic model was intended to

simulate a data-collection network such as a sensor network.

We measured the TCP connection establishment delay for performance comparison.

This delay is the time from TCP SYN generation to SYN+ACK receipt at the TCP source

node. We also measured TCP data transmission time. This is the time between TCP SYN

generation and the last ACK receipt.

3.3.2 Simulation Results

Figures 19 through 24 show the cumulative frequency distribution of the number of con-

nections that could be established within the latency indicated on the horizontal axis.

As Figure 19 shows, in an error-free network with no mobility, all protocols (LHR, DSR,

and DSDV) quickly establish most TCP connections. Among the three protocols, LHR

enables the highest performance because all LHR nodes maintain routes to the DR (Data

Receiver) and can establish the TCP connection in combination with the route search

process. In this network model, no link disconnection occurs, so a proactive routing pro-

tocol such as DSDV can also quickly establish connection. However, if the number of link

disconnections grows because of high node mobility, DSDV cannot establish connections
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Figure 19: Connection Establishment Delay (Max speed 0 m/sec, PLR 0%)
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Figure 20: Connection Establishment Delay (Max speed 5 m/sec, PLR 0%)

as quickly (Figures 20 and 21), since proactive protocols are less able to accommodate the

frequently changing topology of a high-mobility environment. While DSR can establish

more connections than DSDV in a short time, LHR outperforms it.

When the PER value is set to 1%, the difference between protocols with and without
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Figure 21: Connection Establishment Delay (Max speed 20 m/sec, PLR 0%)
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Figure 22: Connection Establishment Delay (Max speed 0 m/sec, PLR 1%)

an on-demand route search capability becomes increasingly prominent. As described in

Subsection 3.3.1, we set the average length of the error state to 200 slots, and simulated

burst errors. With DSDV, nodes cannot search for another route in response to such short

and burst errors and they hold packets in their buffer until the route recovers. On-demand
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Figure 23: Connection Establishment Delay (Max speed 5 m/sec, PLR 1%)
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Figure 24: Connection Establishment Delay (Max speed 20 m/sec, PLR 1%)

protocols, in contrast, can search for another route to transmit packets. With LHR, nodes

maintain multiple routes to each destination, so that they can select another route more

quickly than with DSR.

Table 3 compares the connection establishment success rate. Each value in the table
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Table 3: Connection Establishment Success Rate

Parameters LHR DSR DSDV

Max speed 0 (m/sec), PLR 0% 98.7 % 97.8 % 98.2 %

Max speed 5 (m/sec), PLR 0% 97.9 % 98.1 % 77.3 %

Max speed 20 (m/sec), PLR 0% 99.0 % 97.6 % 63.9 %

Max speed 0 (m/sec), PLR 1% 98.7 % 97.8 % 98.2 %

Max speed 5 (m/sec), PLR 1% 97.8 % 98.0 % 69.3 %

Max speed 20 (m/sec), PLR 1% 98.7 % 97.6 % 54.0 %

exceeds the maximum rate in each of the previous figures, because some connections

experienced a connection-establishment time-out due to route searching failure and/or

packet interference. If a time-out occurs, the SYN packet is transmitted again, and after

a certain number of trials, the connection will be established. The time-out length was

longer than two seconds, hence the connections established after retransmission are not

shown in the figures. With DSDV, the rate of successful connection establishment declined

if the node mobility and/or PLR increased. This was because DSDV does not allow the

recovery of adequate routes to the destination during the simulation time in a network

with high mobility and a high error rate.

The cumulative frequency distribution of the data transmission time is shown in Fig-

ure 25. This distribution represents the results from the simulated network model with

parameters of a 20 m/sec maximum node speed and a 1% error rate. It shows much the

same pattern as the connection establishment delay results shown in Figure 24. Table 3

compares the proportion of connections whose data transmissions were completed within

the simulation time. These results also indicate that a protocol without an on-demand

route search capability cannot accommodate an unsettled network environment.
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Figure 25: Data Transmission Time (Maximum speed 20 m/sec, PLR 1%)

Table 4: Completed Data Transmission Rate

Parameters LHR DSR DSDV

Max speed 0 (m/sec), PLR 0% 98.3 % 95.9 % 97.2 %

Max speed 5 (m/sec), PLR 0% 96.6 % 94.8 % 75.3 %

Max speed 20 (m/sec), PLR 0% 96.9 % 94.6 % 62.8 %

Max speed 0 (m/sec), PLR 1% 97.7 % 94.3 % 95.6 %

Max speed 5 (m/sec), PLR 1% 95.7 % 95.3 % 67.3 %

Max speed 20 (m/sec), PLR 1% 97.1 % 95.2 % 53.4 %

4 Conclusion

In this thesis, we have investigated the routing and transport protocols used on ad hoc

networks. We began by describing the Flexible Radio Network (FRN), a commercially

available product, and evaluated its performance characteristics. Since its primary appli-

cation is to collect information from many distributed terminals, the FRN uses proprietary
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protocols to construct a reliable network. However, these protocols sometimes cause a high

packet loss rate because long-lived packets interfere with other packets, and sometimes

make unnecessary duplicate packets that cause the network to become more congested.

An adaptive maximum lifetime setting technique to control the lifetime of packets can

reduce the number of long-lived packets. We also described the FRN packet duplication

process and two techniques that reduce the negative effects of packet duplication. Simula-

tions have shown that these three techniques can each improve network performance. In

addition, they can be applied together to achieve even better performance.

Next, we have developed a routing protocol suitable for use in networks that have

many short-lived TCP connections, e.g., sensor networks. In such networks, it is impor-

tant to lower the connection and transmission latency for short-lived TCP connections.

Our LHR (Low-latency Hybrid Routing) protocol enables on-demand route searching and

proactive route updating. A data receiving node is registered as a data receiver, and all

nodes maintain routes to the data receiver. To protect against the link disconnection

due to wireless error and/or node mobility, nodes maintain multiple routes for each des-

tination which decreases the route re-search latency. In addition, to decrease the initial

connection establishment latency, an LHR route request and route reply packets can also

carry the TCP connection establishment packets. Simulation experiments have shown that

these features decrease the latency of connection establishment and enhance the system

performance for short-lived TCP connections.

As part of our future research related to the FRN, we are now investigating the end-to-

end performance at the time of applying, for example, TCP as an upper layer protocol. We

also plan to develop a method for accurately determining an adaptive maximum lifetime

while taking into account the network load and/or current packet loss rate. For LHR,

we will experiment with other TCP versions or options (e.g., TCP SACK, delayed ACK).

We will also investigate how the TCP window size and RTO calculation affect network

performance.
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