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Abstract Anycast if defined as one of new IPv6 features. Using anycast communication make it possible that clients au-
tomatically communicate to the “appropriate” server among the candidate servers. However, the best server selection is not
impossible since existing routing protocol cannot deal with anycast communication. In this paper, we design a new routing
protocol for anycast communication, based on the analogies between anycast and multicast. Our proposed method is applicabl
to existing Internet.

Key words IPv6, Anycast Routing, Anycast Membership

. are three types of IP address; 1) unicast, 2) multicast, and 3) any-
1. Introduction - .
cast. The communication forms of these addresses are summarized

1.1 Overview of Anycast Communications in Table 1.

Anycast[1] is one of the new IPv6 (IP version 6 [2]) features that A unicast address is a unique identifier for each network inter-
supports service-oriented address assignments in IPv6 network@ce, and multiple interfaces must not be assigned the same uni-
An anycast address is not determined by the location of the nod&ast address. Packets with the same destination address are sent to
but by the type of service offered at the node. In anycast commuthe same node. A multicast address, on the other hand, is assigned
nications, the client can automatically obtain the appropriate nodé® a group of nodes, i.e., all members of the group have the same
corresponding to a specific service without knowledge of the locamulticast address. Packets for the multicast address are sent to all
tion of the server. multicast members simultaneously.

According to the protocol specification of IP Version 6[1], there Like a multicast address, a single anycast address can be assigned
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Table 1 [Pv6 address types tion of anycasting that are still unclear. Moreover, anycast commu-

comparison item | unicast| multicast|  anycast nication has problems with its protocol specifications and its routing
point | point point mechanism. Especially, providing a routing mechanism for anycast
communication form  to to to . . . .
oint | multiooint oit address is a key requirement for the wide use of anycast communi-
P P F:ype cation. However, currently no protocol standard or consensus has
target of address | single | multiple of arisen for the routing mechanism.
service 1.2 Problems of Anycast Routing
membership single | multiple | multiple group There are several reasons why the routing architecture of anycast
(role: client/server)| (both) | (client) (server) communication is still an open issue.
O 10 Node Selection Criteria
O The most important problem for anycast communication is how to
transfer a packet with a specific anycast address tapgmopriate
Ox.»"'a’,;y.;;\;,:,{éﬁ;bs@hip node. Throughout this paper, we call it Asycast Routing The
meaning ofappropriatediffers by the kind of applications, e.g., if
source ; destination the application requires a faster response, the propagation delay is
: Zuni, Aanly . .
; most important. That is, the nearest node among the anycast mem-
L Yani, Aany bership should be chosen. On the other hand, if the application per-
to anycast address ; . .
"Aany" 5 forms a complex calculation, the node having more CPU resources
‘x}f}mivAa"V should be selected. For this reason, the protocol of anycast rout-

ing should handle various kinds of metrics specified by the applica-
tions. The criteria for anycast routing strongly affects the capability
of anycast communication.
to multiple nodes (calleénycast membership However, unlike ~ O 20 Scalability of Routing Protocols
multicast, only one anycast member can communicate with the agasically, an IP (Internet Protocol) router has a routing table to de-
signed anycast address at any one time. cide the output interface of the arrived packet. That is, the router
Figure 1 shows an example of an anycast communication. Iforwards the arrived packet according to its destination address by
Figure 1, there are three nodes associated with the anycast addr&é&grching the output interface from the routing table. To reduce
Aany. When the node sends a packet whose destination addresstie size of the routing table, the router aggregates multiple entries
Aany, the packet is sent to one of three nod&s{; in this figure), which have the same prefix of destination address (or network), and
that is, not to all nodes. The merit of anycast is that the receivefhe same output interface (i.e., the same direction). However, the
node may vary according to the node and/or network condition. Ifouting entry for the anycast address cannot be aggregated because
this case, if the nod&,,,,; is down, the packet foA,.,, can be sent the locations of anycast membership are widely distributed regard-
to another nodeY(,; Or Zun:) by updating the routing information. less from their prefix. Hence, routing entries for anycast address
The main idea behind anycast communication can be found in thghould be held on the router individually. When the anycast address
separation of the logical service identifier from the physical node>ecomes widely used, it is easy to imagine an explosion of the rout-
equipment. The anycast address is assigned on a type-of-servititg table.
basis and enables a service to act ésgical nodeappropriate for 0 30 Discovery of Anycast Membership
the service. The following applications are subject to the use oMaintaining the anycast membership is also an important issue. The
anycasting. easy way to construct an anycast membership is that the node in-
0 10 Dynamic Node Selection tended to join the anycast membership simply advertises the rout-
By performing the routing control appropriately, the sender noddng entry for the associated anycast address to the router. However,
can communicate with the optimal node (chosen from multiple anysuch approach can sometimes lead to a serious security problem.
cast nodes) by simply specifying the anycast address. For exampl&hat anycast can add/delete the anycast entry of the routing table
if we assign the same anycast address to the WWW server and if8ight be harmful. For example, an anycast server added by a ma-
mirror sites, end users can access the site nearest to their locatiorlicious user may cause packets to be blackholed. In this way, the
0 20 Well-known Anycast Address for Specific Services anycast server added/deleted affects other servers having the same
By defining and assigning the Well-known Anycast Address toanycast address.
widely used applications (e.g., domain name services, proxy ser-U 40 Packet Reachability
vices, etc.), the user can use these services without setting the a@iny node in the Internet should be able to communicate with at least
dress of the server. one node of the membership associated with the anycast address (if
0 30 Active Load Balancing using Multiple Servers the node exists). But poor coordination between routers, may cause
Load balancing among the multiple servers can be performed b§ packet sent to an anycast address to be unable to arrive anywhere.
giving the same anycast address to the servers. If routing informa- 1.3 Research Goals
tion is updated by the load, active load balancing is realizable. Keeping the above-mentioned problems in mind, we propose a
Anycast communication has the interesting features noted abov&€ew routing scheme for anycast communications. The main motiva-
however, the current use of anycast addresses is quite limited. Oi@n of our project is to make anycast addresses more useful without
of the main reason is that there are many points in the current definfor with a minimum of) any application modification and/or proto-

Figure 1 Anycast communication
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col extension. Unlike other routing mechanism for anycast comamong the anycast membership. Otherwise, the unicast router only

munication [3], our proposed routing architecture has the followingtries to forward the anycast packet to thefault node The anycast

advantages: packet departed from an arbitrary node is sent at least to the default
0O 10 Support of Gradually Shifting node. Reachability is thus guaranteed.

Because there are enormous numbers of routers in the Internet, il 20 Gradually Transient Model by Increasing the Number of

is unfeasible scenario that all routers handle anycast addresses. GAmycast Routers

proposed architecture can work correctly even if just one router suph our architecture, the merit of anycast routing can be enjoyed only

port the anycast address (calledycast Routgr Of course, the im-  if the route between the sender and the default node has an anycast

pact of anycast routing will increase when more anycast routers an@uter. Consequently, if we want to improve the effect of anycast

deployed. routing, we need to deploy additional anycast routers. The effec-
O 20 No Extention of Protocol Specification tiveness is proportional to the number of anycast routers.
Our proposed scheme does not require any modification and/or exd 30 Maodify the Existing Multicast Routing Protocols to Sup-
tension of current anycast protocol specifications. port Anycast
O 30 Reachability Guaranteed To reduce the complexity of implementation, we adopt an approach

In the proposed architecture, any node in the Internet can commue that modifies the multicast routing protocols to support anycast
nicate with at least one node of the membership associated with theuting, since there are many similar points between anycast and
anycast address. multicast. For example, membership management and routing table
O 40 Implementability construction procedures are a common feature between anycast and
To make implementing the anycast routing mechanism easier, weaulticast . The modifications are based on the differences between
chose an approach to modify the current existing protocols for mulanycast and multicast.
ticast communication. As shown in Table 1, anycast and multicast 0 40 IntroducingScopeo Keep the Scalability
have some similar properties. By considering the differences befo control the routing table size and keep the scalability, we
tween multicast and anycast, we modify some existing multicasintroduce a scope that limits the range of transmitting anycast
protocols to support anycast communications. data/control packets.
This paper comprises five sections. In Section 2., we show our 2.2 Proposed Architecture
proposed anycast routing architecture. In Section 3., we describe Figure 2 shows the overview of our proposed routing architec-
the implementation issues of our architecture. And we compare ouwure. In the architecture, there are two types of routing topologies.
proposed protocols in Section 4. Finally, we provide a brief sum-Unicast networkis the current existing network topology in which

mary with future research topics in Section 5.. both unicast and anycast packets are forwarded on the basis of uni-
. . cast addressAnycast networks an overlaied logical topology, in
2. Anycast Routing Architecture which anycast-aware routers (calladycast router are connected

The advantage of anycast communication is that the packet is alP each other and only anycast packets are forwarded by treating the

tomatically forwarded to the appropriate node according to networi2ddress of a packet as anycast. _ _ _
and/or node conditions. Thus, maintaining the routing information N @n anycast network, since they are not.phyS|.caIIy (ie., _d"
of anycast addresses is an important task. For this reason, we pri£ctly) connected, they are connected via various kinds of logical

pose a new anycast routing architecture. Our proposed routing a.p_eer-to-peer connections (e.g., virtual path, tgnneling, or encupsel-
chitecture is first described in this section. ing, ...). An anycast router is upper-compatible and can perform
2.1 Basic Concept anycast routing functions in addition to the capabilities of unicast

To solve the problems mentioned in Section 1., our routing archifOUters. An anycast router has an extra routing table (catgydast
tecture has the following features. routing table to handle the anycast address. An anycast routing ta-

010 Choosing Anycast Address from Existing Unicast Ad- ble consists at leasa(ycast address:ext anycast router’s address
dress pairs. When the packet has arrived at the anycast router, the anycast

According to the IPv6 specification [1], anycast and unicast ad/Outer first checks the anycast routing table to find the entry regard-

dresses share the same addressing space. That is, the two addreg&éhe destination address of the packet. If the address is found in
are not syntactically distinguishable. This has both strengths antf'€ @nycastrouting table, the packet is treateangsast packeind
weaknesses: For an anycast router, it is difficult to decide whethdPrWarded to the next anycast router according to the anycast rout-
the destination address of the arrived packet is anycast or unicadfd table. Otherwise, the packet is forwarded by using the unicast
However for a unicast router (i.e., a current router which cannot han™uting mechanism.

dle the anycast address), the router can simply forward the packet AN €xample of anycast routing is shown in Figure 2. In this figure,
without any special operations even if the destination address &€ @ssume that the node selection criteria is the number of hops.
anycast. We take advantage of the latter's nature to guarantee thN@Mely, a smaller hop count is more appropriate in this case. In
reachability. More specifically, we chooselefault noderom any- Figure 2, the solid line square is denoted as a router, and a square
cast membership before assigning an anycast address. We then Y1 "AR” is an anycast router. A blank square stands for a uni-

the anycast address of the membership to be the unicast addressC8ft router. There are two anycast members for the anycast address

the default node When the anycast router receives the packet des3ie:9::5 . Note here thanfe:S.::S is also the urﬁcast ad-
tined for the anycast address (We call the packenysast packgt dress of anycast server Al. In this case, the node Al igléffeult

the anycast router sends the anycast packet taptpeopriatenode ~ "0deof the anycast membership f8ffe:5:5 . The other node
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gfeiaizaz T ; Table 2 Classification of Routing Protocols

A tls R R N
A’;{C;‘ffé:;’sver I — stresa2 Distance-Vector Link-State | Core-Based-Tree
A ‘ : | Unicast RIP[5] OSPF[6]
] Multicast| DVMRP[7] | MOSPF[8]| PIM-SMI9]
,,,,,,,,, r Anycast DVARP AOSPF PIA-SM
to AA 3ffe:5::5 AR: Anycast Router
B
A’s Anycast Routing Table AR C
Client Dest. |Next Hop| Metric f |
AA: Anycast Address to AA 3ffe:5:5 AA r'_l_n& Exchange of routing information
AR: Anycast Router :] e
2. Routing table construction | AR A AR B
Client
_ _ [4 I
Flgure 2 Proposed Architecture | 1. Initiate of anycast membership
A2 is in a different network ffe:4::/32 ). We now consider New Anycast Node

Anycast Address AA
cases where two nodes (C1 and C2) send the packet destinied for

the anycast addregife:5::5 . The difference between the two
cases is whether an anycast router exists on the route to the default
node Al. In case of C1, the packet is first forwarded to the router ATlable 2, they are classified into three types: (1) distance vector, (2)
by using unicast routing (denoted by solid arrow). The intermediatdink state, and (3) core based tree. In the distance vector algorithm,
router Al is an anycast router and it can detect the packet is an ang-router has a list of routers which are directly connected to. By
cast packet. According to the anycast routing (denoted by dashezkchanging the list with other adjacent routers, the router can know
arrow), the anycast router R1 then forwards to node A2, which isall routers to an arbitrary destination. While the link state algorithm
the nearer node from C1. On the other hand, in case of C2, sinadtilizes a list of connected links instead of a list of routers. By ex-
there is no anycast router between C2 and Al, the packet is simplshanging the list of links, the router can know the whole topology
forwarded to Al using the unicast routing only. Note that a moreof the network. The router then makes a shortest path tree (SPT) by
appropriate node (A2) exists in this network. For example, if weusing Dijkstra’s shortest path first[4] algorithm. Based on the SPT,
replace the router next to C2 (expressed by the gray filled box) to athe router finally constructs the routing table. The core based tree is
anycast router, the packet could be transmitted to the more appre-kind of hierarchical algorithm. It first chooses one or mooes
priate node A2 by using anycast routing. routers from all routers. On behalf of other routers, ¢tbes router
Thus, our design proposal can operate, even when there arecantralizes all routing information. The other router only holds the
small number of anycast routers. Moreover, if the anycast routerouting information to where the router is belonged to. Each router
numbers increase, better routing may be achieved. Finally, when afinly sends a packet to theore router. Only thecore router can
routers in the network become anycast routers, flexible anycast routiecide the route for the destination address.
ing which adopts a policy control using various metric will become Since each of above algorithms has both advantages and disad-

Figure 3 Overview of Anycast Routing Protocol

possible. vantages, we first define three anycast routing protocols derivered
) o from above types. There are (1) Distance Vector Anycast Routing
3. Routing Protocol Specifications Protocol DVARP), (2) Anycast extension of OSPRQSPF), and

(93) Protocol Independent Anycast Sparse Mdei&\(SM ). We then

In this section, we describe the routing protocols for our propose
(fPmpare among these protocols and show the guideline for choos-

anycast routing architecture. As described before, there are ma
similar characteristics between anycast and multicast, that is, maHQg protocols in the next section.

functions of the routing protocol for multicast can also be applied A routing protocol for anycast communication functionally con-
to the one for anycast. However, there are some, but important d”s_ists of following two processes:

ferences between anycast and multicast. For example, in anycasF| 10 Initiate of anycast membership

routing, packets for an anycast address are required to be transm-ﬁhe anycast router corrects the information of nodes which are in-
ted to only one of anycast members. In multicast routing, on théended to join some anycast memberships.

other hand, packets for a multicast address must be transmitted td- 20 Constructing and updating routing table

all multicast members. In this paper, we especially focus on the S’uc,ﬁ\ccording to the information corrected in Step.1, the anycast router
differences to modify the current existing routing protocols formul-then constructs its own routing table. After that, anycast routers
ticast. We consider that the easy of implementation is also import_exchange the routing information each other, and reconfigure their
tant to spread the use of anycast. Because anycast routing inheren‘ﬂ‘ﬁyn routing tables.

has multiple paths toward the destination, exchanging and updatinig9ure 3 shows the overview of our anycast routing protocol.
routing information technique used in multicast routing protocols In what follows, we describe detail of above steps separately.

are applicable to the anycast routing protocol. There are several pro-3- 1 Initiate of Anycast Membership N
tocols for unicast or multicast routing available now. As shown in ke multicast, a host intending to participate to (or leave from)
the anycast membership must have a capability to notify the sta-
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AA: Anycast Address --Affes5ul32 Table 3 Routing Table of DVARP

AR: Anycast Router Destination | Next Hop | Metric | Flag | Timer
AR B ; 3ffe:0:0:1::1| 3ffer:l 3 0 60
oafferdn/32 | :
: 3 j A: 3ffe:5::5 3ffe::2 5 0 100
1. ARDreport | 3ffe:0:0:2::2| 3ffe::2 2 0 120
2. route info. |
e N e | _ ,
; O — dest. | nexthop netric Table 4 Routing Table of AOSPF
P4 _5 Sffe:s:5 | ARB | 1 Destination | Next Hop | Metric
P 3-fouting fable WAL sffe:sis | ARA | 1 3ffe:0:0:1::1| 3ffexl | 10
AABffe55 L o ; 3ffex2 | 15

b H AR :C :
dest. | nexthop netric @ 3ffe:0:0:2::2| 3ffe::2 25

3ffe:5:5 | ARB | 1 3

: cIientC%

uﬁe 3ffe:5:5 | AR A 0 :
P fe:drs32 ! O 10 If the anycast router detects the change of anycast mem-

Figure 4 Example of DVARP bership, the anycast router updates/creates its entry in own link state
database.

. ~ 0 20 When detecting any membership changes, Each AOSPF
tus (join/leave) to the nearest anycast router. The method to find

o . router sends the link state update to the adjacent AOSPF routers
a host participating to an anycast membership (callegtast host immediately

below) is different according to the location of the anycast host. If 0 30 After updating/creating own link state database, the router

the anycast host and the anycast router are on the same segmeunstés Dijkstra SPF algorithm and calcurates the shortest path tree

Fhe extended version of M_LD (Multicast Llstener-Dlsco.very) [10] from the router. Then, the anycast router creates/updates its routing
is proposed[11]. We call it ARD (Anycast Receiver Discovery). table from the shortest path tree

An anycast host generates an MLD report message o the anycalSLI'hese operations of AOSPF simmilar to those of DVARP except

router before joining the anycast membership. On the other hanq}sing the Dijkstra SPF algorithm. Another difference between these

the anycast host sends an MLD leave message prior to leaving ﬂ?\(/evo protocols is the frequency of the routing information exchanges:

membership. Because the destination address field of MLD packetlsne DVARP exchanges periodically while the AOSPF exchanges at

are set to the link-local all routers addreB&02::2 ), this method the event of tapology changes. This difference strongly affects the

is only can be used in the same scenario. Therefore, another method . .
convergence time of the routing table. When a route change occurs

is needed to make a notification from the anycast host if the host anl(rj] the AOSPF, the change is transmitted faster than the DVARP.

the anycast router are on the different segment. However, there is no PIA-SM
implementation or proposal for this problem today. Note again tha}DIA-SM (Protocol Independent Anycast-Sparse Mode) uses Core-
the method for correcting anycast hosts sometimes leads a seriogs

) . Based-Tree algorithm like PIM-SM [9]. In this algorithm, the mem-

security problem. The anycast router should have some mechanlsrBs . . .
o T ership management is performed by toee router. We call this

to avoid illegal and/or spoofed anycacst hosts notifications.

32 Construcii 4 Undatina Routing Tabl core node as Rendezvous Point (RP) like PIM-SM. An RP is se-
! onstructing and Lpaating Routing fable lected among all PIA-SM routers and has the responsibility of man-
DVARP . .
In DVMRP . si th lticast bershin ch hd aging anycast memberships. The packet toward an anycast address
_n L - since the m‘f icast mem ers_ pc a.nges muc yna_lml;s once transmitted to the RP. After transferred to the RP, the packet
ically, it is hard to specify the route which multicast packets will

t before beginning the ission. Theref flood can be transmitted to the appropriate anycast receiver by the RP.
raverse before beginning the transmission. Therefore, flooding (Q['he registration information on RP equivalent to the routing table

broadcasting) approach is effective. of DVARP or AOSPF consists of the anycast address, the next hop

On the other hand, the change of anycast membership is not SO 4 the metric fields.

frequent rather than multicast. The routing information of anycast Figure 5 shows an example of a new registration to the RP of PIA-

is more stable. Therefore, DVARP doesn't use flooding method buéM. Below, we describe the operations of the RP and other PIA-SM
exchanges routing information periodically like RIP [5]. routers '

Figure 4 shows an example of updating routing table of DVARP. O 10 If the anycast router detects the changes of anycast mem-

The operation of DVARP is shown below. bership, the PIA-SM router reports the change of anycast member-

010 If the anycast router detects changes of the anycast mems'hips to the RP, which detected following two type s of message

bership, _the anycast router updates/creates the routing entry in 'E)Sackets: PIA-Join and PIA-Prune. PIA-Join message represents a
own routing table.

) o . new anycast receiver to join to the membership. PIA-Prune message
O 20 Each DVARP router sends its own routing information to .
. . o represents that the node does no longer join.
its adjacent routers periodically.

) o ) ) 0 20 If PIA-SM router (not RP) receives PIA-Join or PIA-
O 30 If the router receives the routing information from adja- . . .
o . Prune, it creates or cuts the corresponding anycast membership and
cent routers, the router updates entries in the routing table.

) ) . ) send PIA-Join or PIA-Prune to upper PIA-SM routers toward the
The routing table of DVARP is shown in Table 3. This table has . .
o i ) ) RP, respectively. If the PIA-SM already has corresponding entry
some (Destination, Next Hop, Metric, Flag, Timer) entries.

and the downstream PIA-SM router differs, the next hop is added to
AOSPF

Th ting table of AOSPF is sh in Table 4. Th i fexisting entry for multipath routing.
€ routing table o 'S shown in fable 4. The operation o 0 30 Ifthe RP receives PIA-Join or PIA-Prune, it creates or cuts

AOSPF is described below.




AA: Anycast Address
AR: Anycast Router

4. creaté 3ffe:5::5 entry

DVARP. In PIA-SM, since all routing information is kept only on
the RP, it is not necessary to exchange routing information.

RP: Rendezvous Point . - . . . .
RP }B In the implementability, the implementation of PIM-SM is avail-
oo L2 oy m— 3 sffes.s  ablenowin IPv6. Otherimplementations of multicast routing proto-
L PIAOm 3. send PIA-join : cols: DVMRP, MOSPF are not available in IPv6 as far as we know.
; Above these results, each routing protocol have merits and de-
> ir A 3ffeisul32. ... ‘ merits. In the near future, when the application using anycast com-
munication is established, the routing protocol suitable for this ap-
2. create 3ffe:5::5 entry plication should be applied.
| AA affe5:5 ISR 5. Conclusion
R R AR:C
; In this paper, we have considered a new routing architecture of
! anycast communication. From our survey, there are several prob-
1 client C lems in the current specification to realize this anycast routing. Our
Medu32 . proposal design has transit model to the network which can treat
Figure 5 Example of PIA-SM anycast communications.
As future research topics, we implement our proposed routing
Table 5 Comparisons protocols and verify that the anycast communication can be use-
ful without (or with minimum) any application modification and/or
DVARP AOSPF PIA-SM .
overhead network| O(gm) O(gm) (RP)O(ng) protocol extention.
router | O(gs) | O(gs) + O(l x log(gm)) | (RP)O(gs) References
convergence hop by hop none [1] R. Hinden and S. Deering, “IP version 6 addressing architecture,”
implementability not available available RFC2373 July 1998.

n: the number of all nodes in the netwoik, the number of anycast group, 2]
m: the mean number of nodes which share the same anycast additbgs, 3
mean number of anycast routing entrieghe number of all links Bl

the corresponding anycast membership. If the RP already has correl4]
sponding entry and the downstream PIA-SM router differs, the next

5
hop is added to existing entry for multipath routing. 2
. . 6

4. Comparisons of Anycast Routing Protocols 1
(7]

In this section, we compare our proposed protocol: DVARP,
AOSPF, PIA-SM described in Section 3.. There are following three [g]
objectives in our comparison. [9]

e Protocol Overhead (e.g., CPU load, memory consumption)
e Convergence Time from Membership Changes
e Implementability of Protocols [10]

Table 5 summarizes comparison results. In the protocol over-
head, both DVARP and AOSPF consume many network resourcegi1]
These protocols’ traffic consumption is liner to the number of any-
cast group and the number of nodes which share the same anycast
address. Therefore, these protocols are applicable to the small net-
work with high available bandwidth.

On the other hand, in PIA-SM, the traffic consumption never
occurs because only the RP has the routing information and other
PIA-SM routers have no routing information. Therefore, PIA-SM
is more scalable than other two protocols. However, PIA-SM have
another problem that anycast packets are not transferred through
the oprimal path because the anycast packet is always transferred
through the RP. Another problem of PIA-SM is the traffic concen-
tration around the RP. These problems causes an extra packet trans-
mission delays. From these perspective, PIA-SM is applicable to
the large network, e.g., the Internet.

In the convergence time, DVARP is takes long time for route con-
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