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Abstract

As the bandwidth capacity of WDM networks continues to grow rapidly, traffic loss caused by a failure of network
components is becoming unacceptable. To prevent such traffic loss and thus enhance network reliability, a protection
method that prepares backup lightpaths for each working path is now being developed. In this paper, we firstintroduce
the concept of QoR (Quality of Reliability), which is a realization of QoS with respect to the reliability needed in
a WDM network. We define QoR in terms of the recovery time from when a failure occurs to when traffic on the
affected primary lightpath is switched to the backup lightpath. After that, we propose a heuristic algorithm that can be
used to design a logical topology that satisfies the QoR requirement for every node pair. The objective is to minimize
the number ofwavelengths needed for a fiber in the logical topology to carry the traffic with the required QoR.
We compare this algorithm with two existing algorithms and show that it enables more effectivewaeeténgth
resources; with the proposed algorithm, up to 25% femesrelengths are needed than with the other algorithms.

keywords. WDM network, protection method, logical topology design algorithm, QoR (Quality of Reliability),
layered graph



1 Introduction

WDM (wavelength division multiplexing) enables a large transmission capacity by multiplexing wavelengths on the
fiber. An IP (Internet protocol) over WDM network, where IP packets will be directly carried over a WDM network,

is now expected to provide the infrastructure for the next-generation Internet. However, currently available products
for IP over WDM networks only provide a large bandwidth on a point—to—point link. That is, each wavelength on the
fiber is treated as a physical link between conventional IP routers. This certainly increases the link capacity as the
number of wavelengths multiplexed on the fiber grows, but is insufficient to resolve the network bottleneck that arises
when there is an explosion of traffic demand since it only shifts the bottleneck to the electronic routers.

A promising way to alleviate such bottlenecks is to configure wavelength paths over the WDM physical network
and to carry IP packets that directly use the wavelength paths. Here, the physical netwoikakepfto an actual
network consisting of optical nodes and optical-fiber links connecting two nodes. Each node in a wavelength—path
network has optical switches directly connecting an input wavelength to an output wavelength, which means no elec-
tronic processing is necessary at the node. The incoming multiplexed signals are divided into each wavelength at the
wavelength demultiplexer (demux). Each signal is then routed to an optical switch that switches incoming signals to
a preconfigured outgoing port. Finally, signals routed to the wavelength multiplexer (mux) are again multiplexed and
transmitted to the next node. The wavelength path can then be set up directly between two nodes via one or more
optical switches. Hereafter, we will call the wavelength path directly connecting two nddgi#@ath (Figure 1).

Viewing the network from an upper layer rather than the optical layer (e.g., from the IP layer), we can see that the
nodes are directly connected via the lightpaths. By utilizing lightpaths, another topology is thus embedded over the
physical topology (Figure 2), and this is called tbgical topology.

The large transmission capacity of a WDM network means that a failure of network components can lead to a
large traffic loss. To avoid thigrotection andrestoration methods are being developed [1-6]. Protection focuses
on providing a fast recovery by switching the working lightpaths affected by the failure (hereafter, we refer to the
working lightpath as th@rimary lightpath) to backup lightpaths prepared for the primary lightpath before a failure
occurs [2]. By properly preparing backup lightpaths in advance, the protection method can guarantee 100% recovery
from a failure if more than two components never fail at the same time (i.e., the single—failure assumption).

In contrast, a restoration method tries to dynamically discover the route and wavelength of available backup light-
paths after a failure occurs [2]. Therefore, the restoration method may be incapable of providing failure recovery if no
unused wavelengths are available. Moreover, more time is usually needed to recover from a failure with the restoration
method than with the protection method because of the signaling time needed by the restoration method to find backup
lightpaths.

The means of determining the route and wavelength of primary/backup lightpaths is called a logical topology
design method [1, 7, 8]. Most conventional methods for designing a logical topology using protection/restoration
methods focus on minimizing the number of wavelengths used in the WDM network [2—4], or on minimizing the
blocking probability when lightpaths are to be set up [5, 6]. The blocking probability is the probability that a lightpath
set-up request will be rejected because no lightpaths are available. Reducing the number of wavelengths needed may
be possible by allowing backup lightpaths whose routes are disjoint with each other to share the same wavelength
resources, but this means assuming a single failure [1]. Recent research has focused on providing QoS (Quality
of Service) with respect to failure recovery in an optical WDM network [3, 4]. QoP (Quality of Protection) was then
introduced to realize QoS in an optical network [3], through a probabilistic failure recovery model where only a certain
fraction of traffic, which can be specified by the user, is restored after failure. A different approach from [1, 3,6] is to
consider the possibility of two or more components failing at the same time (a multiple—failure assumption) and assume
that each primary lightpath has its own reliability metric that can be determined from the failure probabilities of the
network components [4]. Based on this approach, backup lightpaths are partially configured for the primary lightpath
according to the specified probability. However, in these QoP-based lightpath configuration methods, the failure-
recovery quality is guaranteed only probabilistically. That is, these methods are aimed at improving the effective
usage of network resources, but at the cost of a 100% guarantee of failure recovery.

In this paper, we introduce QoR (Quality of Reliability) as a new QoS metric that is aimed at providing highly
reliable lightpaths. In QoR, both the time needed to recover from a single failure and 100% failure recovery is
guaranteed, because building a highly reliable network is increasingly more important than using network resources
efficiently, especially as the number of wavelengths rises with advances in WDM technology. In other words, the
approach here is that we should build a logical topology by effectively using the available wavelengths in a way



that guarantees the failure-recovery time and guarantees 100% failure recovery. In [9], we proposed two heuristic
algorithms that can be used to design the logical topology while satisfying the QoR requirements of each connection.
In this paper, we will propose a more effective method, and compare these three algorithms in terms of the number of
wavelengths needed to design a logical topology consistent with QoR requirements.

Our paper is organized as follows. We begin with a brief introduction to current protection and restoration methods
and discuss the existing research with respect to the quality metrics for fault tolerance functionality. In Section 3, we
introduce QoR (Quality of Reliability), and describe a method to satisfy the required QoR in Section 4. We also
propose a heuristic algorithm that can be used to design a logical topology that satisfies QoR requirements in Section
4. In Section 5, we compare and evaluate the three proposed algorithms for designing the logical topology, and
conclude our paper in Section 6.

2 Fault Tolerance Methodsin WDM Networks
2.1 Protection Method

The protection method [1, 10] is a fast recovery method realized through mechanical switching in the optical domain.
For each primary lightpath, backup lightpaths are determined and statically configured beforehand, and wavelengths
for the backup lightpaths are reserved. There are two protection methods: path protection and link protection. In path
protection, a backup lightpath is prepared between the source and destination nodes (Figure 3(a)). In contrast, in link
protection a backup lightpath is prepared for each link of the primary lightpath (Figure 3(b)). In either case, when a
network component fails along the primary lightpath, the corresponding backup lightpath is activated and traffic on
the primary lightpath is switched to the backup lightpath. The protection method thus guarantees 100% reliability
for primary lightpaths under the single—failure assumption. That is, whatever failure occurs, the lightpath can be
restored and the lightpath bandwidth will never be reduced by a failure. However, since the protection method reserves
wavelengths for backup lightpaths, the effectiveness of wavelength usage falls, and there is a trade—off between fast
recovery and effective usage of wavelength resources.

Accordingly, several methods aimed at using wavelengths more effectively have been proposed [1-6]. One promis-
ing method isshared protection, where two or more primary lightpaths can share the same backup lightpath as long
as the primary lightpaths are disjoint [1]. Figure 4 illustrates the idea of shared protection. In Figure 4, three primary
lightpaths (denoted aB1, P2 and P3) are shown.P1 is placed between nodes and B, and P2 and P3 connect
node pair<C’ D andF'D, respectively. Backup lightpattisl, B2, and B3 protect the primary lightpath®1, P2, and
P3, respectively. Primary lightpath81 and P2 both traverse intermediate nodie Furthermore, backup lightpaths
B1, B2, and B3 are configured to use the link connecting node pa¥r in this example. HereB31 and B3 share
the same wavelengtkl, whereasB2 uses\2. Note thatB1 and B2 must use different wavelengths on the link since
the corresponding primary lightpathB1 and P2) both use nodé’. If we assume that two or more components may
fail at the same time, though, we cannot employ the shared protection method. This is because the shared protection
method assumes that backup lightpaths whose primary lightpaths are disjoint will never be activated at the same time,
hence the shared wavelength on the link will never create a conflict between the sharing backup lightpaths.

2.2 Restoration Method

A restoration method is an alternative way to recover from failures at the optical layer. In a restoration method a
backup lightpath is dynamically determined when a failure occurs. Once the backup lightpath is found, the traffic on
the primary lightpath affected by the failure is switched to the backup lightpath. Unlike the protection method, the
restoration method does not take up any wavelength resources for backup lightpaths before the failure. Therefore,
the wavelengths are used more effectively than with the protection method. However, the restoration method will fail
to set up a backup lightpath if available wavelength resources are not found. This means that the restoration method
cannot provide a 100% guarantee of failure recovery. Moreover, since the backup lightpath is determined only after a
failure occurs, the restoration method needs more time to restore a lightpath after a failure.



2.3 Quality Metricsin Existing Fault Tolerance M ethods

Several researchers have discussed methods to design logical topologies with protection [1, 3, 4]. Most of the existing
protection methods try to minimize the number of wavelengths when designing the logical topology or to maximize
the total throughput within the network. The shared protection method is an effective way to further reduce the number
of wavelengths needed under the single—failure assumption.

Wavelength resources can also be used more effectively if we introduce several classes of guarantee with respect to
the probability of failure recovery [3]. The conventional protection method only guarantees complete failure recovery
(i.e., a single class with a 100% guarantee). Likewise, another guarantee class with a smaller probability of failure
recovery can be offered [4]. That is, backup lightpaths are provided for only the connections requesting a higher class
of protection, and thus a higher probability of failure recovery.

In this paper, we introduce a new metric to define QoS with respect to the reliability provided by the optical layer.
This metric, which is based on the maximum recovery time defined as the maximum time between failure occurrence
and the time at which traffic is switched to the backup lightpath, is QoR (Quality of Reliability). The QoR can be
used to guarantee the maximum recovery time according to user requests and provide a 100% guarantee that a backup
lightpath will be available.

3 QOoR (Quality of Reliability) and Recovery Time Modeling

3.1 QoS Classification based on Maximum Failure Recovery Time

In the QoR definition, the class is associated with the maximum recovery time. By specifying a QoR class, we can
guarantee a corresponding maximum recovery time upon failure for each connection. In the QoR system we propose,
QoR; (the highest class) guarantees the minimum failure recovery tjo&. ., provides no lightpath protection, and

the actual failure recovery may be left to the upper-layer protocol (e.g., IP). More specifigally, guarantees the
maximum recovery time associated with classlenoted a7 (QoR,,). One of its simplest forms is

whereq, b, andf(n) are determined by the network administrator based on the network environment. By configuring
f(n), a QoR class can be represented in an arithmetic or geometric progression, or any other form. In the numerical
evaluation of Section 5 (n) is simply set as

fn)=n-1 )

anda = D,,;, is the minimum recovery time, which includes the time needed to switch from the primary lightpath

to the backup lightpathb = D ... is the step—width of the recovery time, which includes the processing time to
propagate the failure information and to reserve wavelengths at each node of the backup lightpath. The function
RT(QoR,) should be appropriately determined for a given network environment, but specification of only a class—
dependent recovery time is not sufficient and we can consider a more precise form of the recovery time. The node—pair
dependent recovery time is discussed in Section 3.2.

3.2 QOoR Specification for Each Node Pair

There may be no route that can be used to configure backup lightpaths in a way that guarantees the maximum recovery
time specified in the QoR class. Figure 5 shows an example of such a case. In Figure 5, there are two routes from
nodeAto F. Oneis[A — B — C — D — E — F], and the otheri§4 — G — H — F|. The propagation delay

of the first route is 25 ms in total, while that of the second route is 44 ms. In this situation, if nodépagquires a

QoR class with a maximum recovery time of 20 ms, no lightpath route would provide the required recovery time. The
recovery time would include the time needed to propagate the notification of a failure, and this would take more than
20 ms regardless of the route assigned to the primary lightpath.

Thus, the QoR concept should be extended to allow the network administrator to specify the QoR class for each
node pairij. This means the network administrator will begin by examining the smallest possible recovery time for
node pairij, which will be determined by including the propagation delay between the nodgsloé node delay for
lightpath switching, and so on. This minimum time will be set as the recovery time for the highest class for node pair
12, which is represented @oR12(1). The recovery times of the lower classégR12(2), QoR12(3), ... will then



be determined. In the example shown in Table 2, the original QoR classes are defined by Eq. (1QoRirst(1)
for node pairl2 is mapped ta@QoRs. Then, the network administrator decides to niggR12(n) t0 QoR,, 2. The
network operator should make decisions for all node pairs. The mapp&d; will then be provided to end users,
and an end user using node paican choose the preferred class fr@raR ;; (-).

3.3 Modeling Recovery Times

In this section, we describe the behavior of the protection method and explain how the recovery time is determined.
As shown in Figure 6, a primary lightpathis protected by several backup lightpaths (1 < = < B). Here,B is

the number of backup lightpaths for primary lightpdithand is at most equal to the number of intermediate nodes
that the primary lightpath traverses. We also defagnent = as a part of the primary lightpath between the source
and destination nodes &%, (denoted a$',, andD,, respectively). Using this notation, we will describe the protection
method and show how the recovery time is modeled in this method.

To provide QoR as described earlier, we need to set up several backup lightpaths in such a way that the maximum
recovery time of each segment provided by the backup lightpaths does not exceed a threshold value. For this purpose,
we can modify a SLSP (Short Leap Shared Protection) method [10]. In the original SLSP, several backup lightpaths
are configured for each primary lightpath, so that any two neighboring backup lightpaths overlap (Figure 7). Unlike
the shared protection method, SLSP enables recovery from a node failure. For example, if a failure occur®at node
nodeC will switch the traffic to the backup lightpath directly connected to nfde

The quality metric is realized by specifying the maximum length of the backup lightpath such that its length will
be shorter than the threshold [10]. However, when SLSP is used only the length of the backup lightpath is specified.
In contrast, we wanted to allow users to specify the maximum recovery time for the primary lightfatith a QoR
can be realized by allocating backup lightpaths in a way that ensures the maximum recovery time of each segment is
smaller than that segment’s threshold. Positioning two neighboring segments so that they overlap also enables recovery
from a single-node failure.

The recovery time is modeled as shown in Figure 6. When a failure occurs at segitiemodes next to the failed
component send information to the nodes that precede it to notify them of the failure. When the failure information
arrives at nodé,,, nodeS,, reserves wavelengths on the prepared backup ligh#pathy sending a reservation signal
to D, through node%,k + 1,...k + H,. Here,H, is the hop count of backup lightpath,. When the activation
is completed, nodé,, switches the traffic on the primary lightpath orfeg. As we see from the above, the recovery
time when a failure occurs in segmentonsists of three factors;

¢ Delay needed to propagate the failure information to nggde
e Configuration time needed to reserve wavelengths at each node of backup lightpath
e Switching time needed to move the traffic from the failed primary lightpath to backup lightpath

Thus, the maximum recovery time when a failure occurs in segmétenoted a7’ ;) is

RTx = Z dk(k+1) + Dnode X (Hx + 1) + Dconf; (3)
k=S,

whereD,,.q. is the wavelength reservation time needed at each node &lgngnd D, is the switching time at
nodesS,. In Eq. (3).d;; is the propagation delay between nodesid;. « is the maximum hop count that the failure
information has to traverse in segmentThat is
_ DJ,_17 D‘LSS.E+17
o= { Sori—1, S, < Sesr < Dy. )

The maximum recovery time for primary lightpath RT ... (L), is the maximum ofRT’, for each segment, and

thus,
RTpax(L) = max {RT,}. (5)

1<z<B



4 Logical Topology Design Algorithmsfor Satisfying QoR Requirements

In this section, we describe three heuristic algorithms for designing logical topologies that satisfy the QoR require-
ments. The objective in designing the logical topology is to minimize the nhumber of wavelengths when the traffic
volume and QoR requirements for each node pair are given. In essence, all three algorithms work as follows.

Step 1: For each node paif, we set a metrigt;; based orQoR;;(-), which is used to determine the order

of node pairs assigned to lightpaths.

Step 2: In descending order of a metfig, the route and wavelengths are assigned.
The route of a backup lightpath is assumed to be configured on the shortest hop route between the sofircamdde
destination nod® ., and the route is disjoint with the links or nodes of its primary lightgatxceptS ,, andD... The
backup lightpath is set up based on the hop count because the failure recovery time is highly dependent on the number
of hops in the recovery model as shown in Eq. (5).

Before explaining how the wavelength is allocated for backup lightpaths, we should mention that wavelength con-
version is not taken into consideration here, so the same wavelength must be used for each lightpath (i.e., a wavelength
continuity constraint). When a backup lightpath is set up to protect one segmierhaf same wavelength dnmust
be assigned to the backup lightpath since the backup lightpath will become part of the primary lightpath after a failure
(Figure 8). However, when the source and destination nodes of the backup lightpath are identical to thake of
wavelength of the backup lightpath does not have to be the same as that assigned to the primary lightpath because in
this case the backup lightpath does not share any links with the primary lightpath.

In what follows, we will describe two previously proposed algorithms [9], and then explain a new algorithm.

4.1 First—Fit Algorithm

The First—Fit algorithm first determines the routes of the primary and backup lightpaths. This is a combinational
optimization problem to determine routes for the best set of a primary lightpath and backup lightpaths. To simplify the
algorithm, the primary lightpath is routed by selecting the route with the smallest propagation delay between nodes,
while the backup lightpath is set on the route that has the minimum hop count on the link/node disjoint path.

After the routes of all the primary/backup lightpaths are determined, a wavelength is assigned to each lightpath
based on a First—Fit (FF) policy [11]. The FF policy works as follows. When the algorithm discovers that several
wavelengthg A\;,, Ay, .- Ai s i1 < d2 < ... < i, } are available for the lightpath, we select the wavelength with
the lowest index (i.e.);, is selected ). Note that the wavelength assignment depends on whether the source and
destination nodes of the backup lightpath are identical with those of the primary lightpath. That is,

¢ If the nodes are identical, different wavelengths can be assigned to the primary lightpath and the corresponding
backup lightpath. Therefore, the algorithm first searches for an available wavelength for the primary lightpath.
The wavelength for the backup lightpath is then determined independently of the wavelength assignment for the
primary lightpath (see Figure 3(a)).

¢ If a backup lightpath only partially protects the primary lightpath, a primary lightpath and the set of backup
lightpaths must be assigned the same wavelength to satisfy the wavelength continuity constraint (Figure 3(b)).

4.2 Max-Shared Algorithm

In the Max—Shared algorithm, routes of the primary lightpath and a set of backup lightpaths are determined, and then
wavelengths are assigned to those lightpaths. The routing algorithm for primary and backup lightpaths is the same as
for the First—Fit algorithm, i.e., finding the minimum propagation delay for the primary lightpath and the minimum
hop count for the backup lightpaths. The difference from the First—Fit algorithm is in the wavelength assignments. In
the Max—Shared algorithm, all available wavelengths are examined for possible assignment to both the primary and
backup lightpaths, and the best one is chosen. During the evaluation of each wavelength, we count the number of
links which are newly used for the backup lightpath and set the count as the cost of the wavelength. Only when the
source and destination nodes of a backup lightpath are the same as those of the primary lightpath, the wavelength for
the backup lightpath is assigned independently of the primary lightpath. Note that we then select a wavelength with
minimum cost, if several wavelengths are available for the backup lightpath.



The Max—Shared algorithm should enable more effective use of wavelength resources compared to the First—
Fit algorithm. This is because the Max—Shared algorithm assigns a wavelength to each set of primary and backup
lightpaths that is selected from all possible wavelengths to maximize the number of wavelengths that are shared with
other lightpaths while the First—Fit algorithm does not try all available wavelengths.

4.3 Logical Topology Design Algorithm based on a Layered Graph

A layered graph consists of a set of wavelength graph$l < n < W), each of which corresponds to the graph

for wavelength),, [2]. Wavelength graphs are independent of each other if wavelength conversion is not allowed.
The layered graph enables us to determine both the route and the wavelength of the lightpath at the same time by
calculating the shortest route for each wavelength. Figure 9 shows an example of a layered graph where the number
of wavelengths is set td/. In Figure 9, solid lines in each wavelength gragh indicate that the wavelengtk, is

free on that link, whereas dotted lines indicate the wavelength is already being used for primary or backup lightpaths.
The metric for each edge 6f,, is the propagation delay of the corresponding link. To determine the wavelength to be
assigned to each set of primary and backup lightpaths, we introduce @ ¢det each wavelength,,, which denotes

the number of links where the wavelength on the link is newly utilized by the set of primary and backup lightpaths.

The proposed algorithm works as follows.

Step O: Initializew, representing the number of wavelengths needed to construct the logical topology, to 0.

Step 1: For each possible lightpath between nodexsl j, perform Steps 2 through 4.

Step 2: Updatev by calculating the number of wavelengths already used by some links.

Step 3: From\; to A1, perform the following steps. (Assume thgt is currently chosen in the following steps.)

Step 3.1: Check whether a route consisting of only unreserved wavelengths exists between ngdenpair
graphG,,. If such a route does not exist, the primary lightpath cannot be set up. If so, go back to
Step 3 and check the next wavelength(@n, . Otherwise, assume to set up the primary lightpath,
denoted byL;; on the route using.,,, and update the metric of edges 6f,. That is, delete the
corresponding links ot ;; from G,,, and set the cost of the primary lightpattj to the number of
deleted links.

Step 3.2: Based on SLSP, a set of backup lightpgihs P, .. ., Py }, each of which should satisfy tligoR; ;
requirements, can be derived. For this purpose, the route of the backup lightpaths are determined such
that the backup lightpaths are disjoint to the primary lightpathand the hop count of the route is
minimal. To satisfy these two conditions, calculétg, the cost for assigning wavelengih, to the
backup lightpathP, (1 < r < k), and determine the set of backup lightpathsZigy.

Step 3.2.1: When the source node and destination nod¥. @ identical to those oL;;, P, can
be tentatively assigned to each wavelen§ih(1 < ¢ < w + 1). If the backup light-
paths are partially configured &t;, perform Step 3.2.2 only for graph,, because the
backup lightpath partially protecting the primary lightpath must be assigned the same
wavelength as the primary lightpath.

Step 3.2.2: If the backup lightpatf, can be set up on wavelength gra@h, set the cost o,
by counting the number of links that are newly used@®@p, and set it toC.. After
checking all wavelengths (i.eF; throughG.,.1), selecte’ where the cost.. of the
corresponding+.- is minimal. Then, se€.. to C".

k

Step 3.3: SeC" — Cp + Z Cy'. Here,C™ is the cost of wavelength,, for setting up both the primary and

backup Iightpatk:s ;f)etween nodesnd;. Go back to Step 3.

Step 4: Select such thatC® is a minimum value of C'!, C?, ..., C**1}, and assign wavelength, to P, and P.

(which is partially protectind®,). Then, assign..., which is precalculated in Step 3.2.2, to the path protection

backup lightpath.

The algorithm calculates the cost of assigning the primary and backup lightpaths for each wavelength in Step 3.1

and Step 3.2, respectively. In Step 3.3, we calculate the@fsfor each backup lightpath on \,,, where the cost
means the number of newly used wavelength resources. Step 3 determines the actually used wavelength that minimizes
the cost of assigning both the primary and backup lightpaths, and sets up the lightpaths udiae that the above
algorithm counts the number of wavelengths neededjowever, when the number of wavelengths is séttoSteps
3.1 through 3.4 are performed frol to Ay .



5 Numerical Evaluations and Discussions

5.1 Network Models

We used a 14-node NSFNET model (Figure 10) and a traffic matrix given in [12] to evaluate the three algorithms.
The traffic matrix in [12] contains relative values of the amount of traced traffic on NSFNET in 1992. Hence, we
introduced a traffic scale factarand used the traffic matrix multiplied byas actual traffic demand. (We assumed

the appropriate unit for the traffic matrix [12] would be Gbps.)

The bandwidth of each wavelength was set to 10 Gbps and a connection whose requested bandwidth exceeded 10
Gbps was assigned multiple lightpaths to carry the traffic. When two or more lightpaths were assigned to a connection,
we set the routes of these lightpaths on the same routes.

We also used a randomly generated network with 21 links that were placed randomly within the 14—node network.
Note that the numbers of links and nodes were the same as for NSFNET. The propagation delay for a link was also
given randomly and ranged from 0.7 ms to 11.2 ms, which are the shortest and longest propagation delays of links
in the original NSFNET. A traffic matrix for the network was randomly selected between 0.0004 and 21.030, the
minimum and maximum values in [12].

In the following subsections, we use the valuedf;, = 10ms, Dscqre = 2ms, Dpoge = 1ms, andDcopnr =
Oms.

5.2 Evaluation Results and Discussion

First, we will look at the number of wavelengths needed with each algorithm when every nodg¢ pjuests the
sameQoR;;. More specifically, in the current example, the network administrator pregarés; classes that are
dependent on node paif. For example, consider node pair4 in NSFNET (Figure 10). If the primary lightpath is

set to the routé3 — 4] and a backup lightpath is setfd— 1 — 2 — 5 — 4] between node pa#t, 4, the maximum
recovery time is 6.8 ms. If lightpaths are set on different routes, the maximum recovery time will be more than 6.8
ms. Therefore, 6.8 ms is the minimum of the maximum time that can be guaranteed for nayid pdiere, if D ,,,;,,
andD;.,. are setto 5 ms and 1 ms, respectively, the maximum recovery time guarantgef inis 6 ms and that in

QoRs is 7 ms. AccordinglyQoRs4(1) is set toQoR;.

In the current example, however, all node pairs are assumed to request the same class to simply show the relation-
ship betweerQQoR;; and the number of wavelengths needed with each algorithm. The horizontal axis in Figure 12
shows the class number that all node pairs request. The vertical axis shows the number of wavelengths needed to set
up all the primary and backup lightpaths to fulfill the requests. To obtain this figure, we used the NSFNET network
model (Figure 10), and a traffic scale factoof 1. The proposed algorithm, based on the layered graph, enabled the
wavelength resources to be used more effectively than with the other algorithms, especiallwhenwas high
(e.0.,QoR;; = 1 or 2). WhenQoR;; is high, more backup lightpaths must be configured throughout the network to
realize the required recovery times. In this situation, the layered graph algorithm can determine routes for each pri-
mary and backup lightpath in a way that requires fewer additional wavelength resources. Note that a solid line without
points represents the result when no backup lightpath is prepared for a primary lightpath (labeled as Non—Protection
in each figure), or the result when only one backup lightpath is configured for each primary lightpath based on the
layered graph, which guarantees 100% reliability (labeled as 100% Guarantee in each figure). The number of wave-
lengths needed with our QoR was at most 100% more than what was needed with no protection in this experiment.
Moreover, the number of wavelengths needed with the three algorithms was at most 50% more than the result for a
100% guarantee. In Figures 12, 13, 14, and 15, the number of wavelengths needed for the 100% guarantee exceeded
the number needed with the layered graph algorithm at l@ek ;;. This is because even for the low@pR;;, the
number of backup lightpaths configured by the layered graph algorithm slightly exceeds the number needed for the
100% guarantee. As a result, the layered graph algorithm requires fewer wavelengths than in the 100% guarantee case.
This tendency was also observed when the algorithms were applied to a randomly generated network (Figure 13).

When the traffic volume was increased= 2 in Figure 14 andy = 5 in Figure 15), the layered graph algorithm
still enabled the most effective use of wavelength resources. We then limited the number of wavel&ndth20.

QoR;; was configured as in the previous evaluations. The number of blocked connections due to a lack of available
wavelength resources and the total amount of traffic volume on the blocked connections are shown in Figures 16
and 17, respectively, for the NSFNET model with= 1. No significant difference was observed among the three
algorithms wheri?// = 20. However, when the number of wavelengths was sébt{dhe advantage of the layered



graph algorithm became significant in terms of the number of blocked connections and the amount of blocked traffic, as
shown in Figures 18 and 19, respectively. This was because the greater number of available wavelengths made it easier
to find available wavelength resources for the backup lightpaths that could be shared with other backup lightpaths. In
other words, more wavelengths enable more wavelength sharing, and the advantage of the layered graph algorithm
becomes increasingly significant as the number of wavelengths rises. Note that there was no blocking in the case of
no available backup lightpaths when the number of wavelengths waset to

6 Conclusion

In this paper, we have introduced QoR (Quality of Reliability), which is a concept related to QoS that concerns
reliability in a WDM network. QoR can be used to guarantee a maximum recovery time set according to a user
request and provide a 100% guarantee that backup lightpaths will be available. By extending QoR, we can specify
QoR for each node pailj asQoR;;. We have described a heuristic algorithm based)ot,;; that can be used to
design a logical topology with a protection method that satigpeR ;; requirements. The objective of this algorithm
is to minimize the number of wavelengths needed to carry the overall traffic and provide fault tolerance within QoR
requirements. Numerical results have shown that the algorithm, which is based on a layered graph, enables more
effective use of wavelength resources than is possible with other algorithms, especially as the requested traffic volume
grows. The algorithm also allows more connections to be carried when using a limited number of wavelengths.
Several topics remain for future work. One is to obtain guidelines for determining the classification of QoR and
the specification of)oR;; that take the network environment into consideration. Also, while we have assumed in this
paper that the traffic between a node pair will request the €awife;;, different classes aoR;; might be requested
between a node pair in an actual network. Therefore, this work needs to be extended to obtain a logical topology
design algorithm that can accommodate multiple classé®éi;; even for the same node paji. The upper layer of
the WDM layer is also of interest for future work. In this paper, we have considered fault tolerance only with respect
to the WDM layer. However, the effectiveness of the restoration functionality of the IP layer, for example, should also
be considered to create more reliable networks.
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Figure 1: WDM Path Network
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Figure 2: Logical Topology viewed from the IP Layer
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Figure 8: Wavelength Continuity
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Figure 11: 14—Node Random Network
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Table 1: QoR (Quality of Reliability)

QoR, | failure recovery withinD,,;,,

QoOR; | failure recovery within D ,in, + Dscate)

QoR; | failure recovery within( D i, + 2D scaie)

QoR, | failure recovery within(D i, + (n — 1) Dscaie)

| QoR,. | no lightpath protection provided
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Table 2: QoR dependent on Node Pair

| QoR [ Maximum Recovery Timeg] QoRis | | QoRi;
QORl Dmin - -
QoRy Dinin + 1% Dycate — QoR;(1)
QoRs Dypin + 2 % Dgcqle QoR2(1) QoR;;(2)
QOR4 szn + 3 * Dscale QORIQ (2) QORij (3)
QoRs Dpin +4 % Dgcale QoR12(3) QoR;;(4)
QoR., | No Protection Lightpaths|| QoR2(cc) QoR;;(c0)
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