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SUMMARY In this paper, we comparatively evaluate two
photonic packet switch architectures with WDM-FDL buffers for
synchronized variable length packets. The first one is an out-
put buffer type switch, which stores packets in the FDL buffer
attached to each output port. Another is a shared buffer type
switch, which stores packets in the shared FDL buffer. The per-
formance of a switch is greatly influenced by its architecture and
the packet scheduling algorithm. We compare the performance
of these two packet switches by applying different packet schedul-
ing algorithms. Through simulation experiments, we show that
each architecture has a parameter region for achieving a bet-
ter performance. For the shared buffer type switch, we found
that void space introduces unacceptable performance degrada-
tion when the traffic load is high. Accordingly, we propose a
void space reduction method. Our simulation results show that
our proposed method enables to the shared buffer type switch to
outperform the output buffer type switch even under high traffic
load conditions.
key words: WDM, Photonic Packet Switch, FDL Buffer, Vari-
able Length Size Packet, Packet Scheduling Algorithm

1. Introduction

The progress of optical transmission technology in re-
cent years has been remarkable especially in achieving
a Tbps class of transmission speed. However, as the
bandwidth is increasing sharply because of advances
in optical transmission technology, the electronic tech-
nology for switching systems is approaching its limit.
Thus, we need a photonic network which can incorpo-
rate functions such as the multiplexing, demultiplex-
ing, switching, and routing functions in an optical do-
main, through which electronic control can be mini-
mized. Then, we can expect to see a super–high speed
network that exceeds the speed limit of the electronics
devices.

In this paper, we study packet scheduling algo-
rithms for the photonic packet switch. In the packet
switch, packet loss is caused by the contention of more
than two packets destined for the same output port. In
the conventional electronic switch, the output times of
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those packets are shifted by a store-and-forward tech-
nique utilizing RAM (Random Access Memory), and
resolving packet contention is a simple procedure. How-
ever, in the photonic packet switch, we need to take
other approaches because RAM in an optical domain
is still not available. For instance, optical buffering is
achieved by using optical fiber delay lines (FDL) for
packet contention resolution [1]–[4]. Using FDL, pack-
ets are stored in different lengths of delay lines, through
which the departing times of packets are time-shifted.
Another technique used for resolving packet contention
is to introduce wavelength conversion on FDL, where
the wavelengths of more than two packets contending
the same output port are converted to different wave-
lengths by using tunable wavelength converters. Al-
though wavelength conversion requires a higher hard-
ware cost, it results in a better performance [5], [6].
However, once the packet is injected into the FDL, it
cannot be sent to the output port for the time duration
corresponding to the length of FDL. Thus, we need an
effective packet scheduling algorithm for WDM-based
FDL (or WDM-FDL in short), and this is the main
subject of this paper.

In this paper, we evaluate the performance of
photonic packet switches with WDM-FDL supporting
variable–length packets. We assume that all arriving
packets are synchronized at the predefined time slot,
and packet length is given by an integer multiple of
the time slot. Note that time–synchronization of asyn-
chronously arriving packets can be realized by the tech-
nique presented in [7]. In this paper, we consider two
switching architectures. The first one is an output
buffer type switch, which stores packets in the WDM-
FDL buffer attached to each output port. The other
is a shared buffer type switch, where all the packets
failing to acquire the output port are sent to the sin-
gle FDL buffer within the switch. As described above,
the use of a packet scheduling algorithm is important
for enabling the photonic packet switches to achieve a
high performance. This is especially true for the shared
buffer type architecture as we will show in a later sec-
tion. We apply three packet scheduling algorithms pro-
posed in [8], [9] to the above two packet switching archi-
tectures and comparatively evaluate the performance of
the switches. Also, we propose a new packet scheduling
algorithm applicable to the shared buffer type switch,
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called the void–space reduction method.
The rest of the paper is organized as follows. In

Section 2, we briefly present shared buffer type and
output buffer type architectures for photonic packet
switches supporting variable length packets. In Section
3, we describe packet scheduling algorithms that de-
termine the wavelength of packets inserted in the FDL
buffer, and then present our new algorithm. In Sec-
tion 4, we introduce the simulation model and evaluate
the two architectures. Conclusions and future work are
summarized in Section 5.

2. Photonic Packet Switch Architectures

The photonic packet switches that we consider in this
paper accept variable–length packets arriving asyn-
chronously at the input port. Arriving packets are syn-
chronized at a time with a predefined size. A synchro-
nization mechanism for asynchronously arriving pack-
ets is presented in [7], see also Fig. 1.

The packet length is an integer multiple of the time
slot size. When we utilize FDL, the time slot size af-
fects the performance of the switch when the variable–
length packets are treated. For example, in [10], it is
shown that the best performance is obtained when the
time slot size is set to about 30 percent of the average
packet size. We will also use this value in the simulation
experiments presented in Section 4.

The photonic packet switch is equipped with wave-
length converters and optical buffers in order to resolve
contentions of packets. A number W of the wavelengths
are multiplexed on the fiber and the packets are car-
ried on the wavelength. The wavelengths are demulti-
plexed at the input port of the switch. The packet on
the wavelength is then time-synchronized at the time
slot. Then, the packet scheduling algorithm determines
the destination of each arriving packet. If the corre-
sponding output port is available, the packet is sent to
the output port directly after being assigned the ap-
propriate wavelength. Otherwise, it is inserted in the
optical buffer according to the scheduling algorithm.
The scheduled packets are sent through a space switch.
The wavelength of the packet is converted to the proper
wavelength by a fixed wavelength converter at the out-
put port.

One FDL buffer is consists of a number B of de-
lay lines, which are set up in parallel. The length of
n-th delay line is n in time slot size. As we will de-
scribe later, the number of wavelengths on FDL (de-
noted by Wi) is equal to or larger than the number of
wavelengths on the input and output fibers, W . In the
following, we call the number of delay lines in one FDL
buffer a buffer depth (denoted by B), and the number
of delay lines in the whole switch a buffer size (denoted
by BT ). The virtual buffer size is denoted by BT ×Wi.
Note that buffer depth and buffer size is identical in the
shared buffer type switch, while in the output buffer

1 time slot

Synchronized
   packets

t

t

Asynchronous
   packets

Fig. 1 Synchronization of packets inside a switch

type switch, the buffer size is given by the buffer depth
multiplied by the number of input/output lines, as we
will show below.

Figure 2 shows the architecture of the output
buffer type switch, which has one dedicated FDL buffer
for each output port. When the wavelengths are un-
used, and the packet contention can be resolved by
wavelength conversion, packets are directly sent to the
output ports. If several packets remain unresolved, or
if there are not available wavelengths, packets are sent
to FDL buffers. The N × N output buffer type switch
has a number N of separate FDL buffers. The buffer
size BT is B × N .

Figure 3 shows the architecture of the shared buffer
type switch, which has one shared FDL buffer, and
the packets are stored at the same buffer regardless of
the destination output port. As in the output buffer
type switch, when the contention cannot be resolved
by wavelength conversion, the packets are sent to the
FDL buffer. When the contention of packets can be
resolved by wavelength conversion, on the other hand,
the packets are sent to the output ports directly. The
shared buffer type switch has only one FDL buffer with
W virtual input lines. The buffer size BT is equal to
B.

The ratio of the number of switch inputs to buffer
inputs is N : 1, thus the switch performance is likely to
be degraded. One possible way to resolve this problem
is to increase the number of wavelengths multiplexed
on FDL (Wi), by which more packets can be stored in
parallel at one time. However, Wi wavelengths should
be decreased to W (the number of wavelengths on the
output port line), and therefore, careful packet schedul-
ing becomes necessary. That is, in order to prevent the
contentions of the packets in output ports, the schedul-
ing algorithm needs to determine the internal wave-
length and the external wavelength for every packet.
Furthermore, we need additional wavelength convert-
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Fig. 2 Output buffer type photonic packet switch architecture
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Fig. 3 Shared buffer type photonic packet switch architecture

ers for that purpose. In Section 4, we will evaluate the
effect of this technique by conducting simulation ex-
periments. It should be noted here that this method
is only applicable to the shared buffer type switch. In
the output buffer type switch, it does not help improv-
ing the performance since each output port is equipped
with one FDL buffer.

3. Packet Scheduling Algorithms

A packet scheduling algorithm is needed in order to de-
termine the wavelength and FDL for the arriving pack-
ets. We assume that time is synchronized and multiple
packets may arrive within the time slot. For each of the
packets arriving within the time slot, the packet sched-

uler finds the appropriate wavelength and delay line as
follows. If an unused wavelength on the output port is
found, the packet is sent to the output port directly.
When no wavelength is available at the output port,
the appropriate FDL is found.

3.1 Buffer Control Algorithms

In the following, we briefly introduce four algorithms
(A0 through A3), followed by our enhancement which
is applied to Algorithms A1, A2, and A3.

Algorithm A0: Assign the Wavelength in Round-Robin
Fashion

One of simplest forms of algorithm is to assign the wave-
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length for packets arriving within the time slot in a
round-robin fashion. This is simple and easy to im-
plement. The information that the algorithm should
hold includes (1) the latest number of the wavelength
to which the previous packet is assigned, and (2) the
queue lengths of the wavelengths. The latter can be im-
plemented by using a counter associated with the wave-
length, which is increased incrementally by the packet
length (in time slot) when the wavelength is chosen by
the algorithm and decreased decrementally by one at
every time slot.

Algorithm A1: Assign to the Buffer with Minimum
Queue [8], [11]

Algorithm A1 assigns the packet to the wavelength with
the minimum queue length. The order selection of the
packet from among the ones arriving within the time
slot is random, or is simply decided according to the
input port number at which the packet has arrived.
For this purpose, a simple counter associated with the
wavelength is utilized, as in Algorithm A0. Then, the
appropriate FDL is selected for the packet to be sent to.
If the FDL buffer is full, the packet is discarded. This
algorithm is simple and packet scheduling is easy to
implement because the procedure used by the scheduler
only seeks the minimum queue length for each packet.

Algorithm A2: Assign the Shortest Packet First to
Wavelength with Minimum Queue [8], [11]

Algorithm A2 first sorts packets arriving within the
time slot into an order of increasing packet length. It
then assigns the wavelength with the minimum queue
length to the shortest packet. Then, it updates the
queue counter for the chosen wavelength and finds the
wavelength with the minimum queue length for the sec-
ond shortest packet. This process is iterated until the
destinations of all the packets are determined. This al-
gorithm needs to perform sorting of input packets and
to find the wavelength with minimum queue length for
each packet. Since the maximum number of packets
arriving within the time slot is N × W , it is compli-
cated and the scheduler needs to have a high processing
speed.

Algorithm A3: Assign the Longest Packet First to
Wavelength with Minimum Queue

In contrast to Algorithm A2, Algorithm A3 sorts wave-
lengths for the packets into an order of decreasing
packet length. Then, the same procedure is performed
as in Algorithm A2. Computational complexity is the
same as for Algorithm A2. By using Algorithm A3,
more information is carried at the expense of losing
shorter packets and increasing the packet loss proba-
bility.

3.2 Void Space Reduction Method

In order to prevent errors in the ordering of packets,
the switch processes packets in order of arrival. Thus,
when the packet is sent to FDL, a newly arriving packet
with same input/output ports as the previously arriv-
ing packet should not be sent to the shorter FDL. The
previous algorithms, except for Algorithm A0, have this
feature. However, this feature causes the unacceptable
performance degradations as we will demonstrate in the
next section.

Our void space reduction method proposed in
this subsection is applicable to the shared buffer type
switch. Since the output buffer type switch is equipped
with the FDL buffer for every output port, the buffer
packet is sent to the destination output port using the
wavelength assigned to the FDL. On the other hand,
the number of output ports of the shared buffer type
switch is larger than the total of buffer inputs. There-
fore, using the packet scheduling method, in which the
same wavelength is used for the FDL and output port,
in this case leads to less utilization of output ports and
an overload at the FDL buffer. Thus, the void space re-
duction method presented below is useful for the shared
buffer type switch.

Since the shared buffer type switch has a single
buffer, the queue length of the buffer becomes long a
high traffic load condition. Consequently the output in-
terval between two packets destined for the same output
port becomes large, and this is called the void space in
this paper. As an example, Fig. 4 illustrates why and
how the void space appears, as follows. At output port
1, a packet is being sent on wavelength w1. The queue
counter is then increased by the packets sent to output
ports 2 and 3. Now, a new packet destined for output
port 1 arrives at the switch. If the packet is assigned
wavelength w1, the packet will be stored at the back
of the queue of the buffer because wavelength w1 of
output port 1 is in use. Then, a void space of length
4 appears, leading to low utilization of output port 1.
In this case, it is impossible to use output port 1 until
all the buffered packets are transmitted, regardless of
whether the port is actually in use or not.

Incidentally, in the strict sense of the word, the
void space and the excess load are used in [12] and [13],
respectively. But the definition of them is different from
the void space in this paper. The void space and the
excess load are the actual empty spaces between the
asynchronously arriving packets which are destined for
the same output port. The void space in this paper is
the portion of fiber in which the packets for the dif-
ferent output ports are stored between two packets for
the same output port. Then this portion causes the
low utilization of output ports. In [12], a void filling
algorithm has been proposed. However, when using
this algorithm, the packet scheduler needs to maintain
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the arriving/departing times of all packets stored in the
buffer in order to insert a new packet within the void
space. Therefore, the algorithm complexity is very high
and is difficult to implement.

Our proposal, called the void space reduction
method, reduces the ill–effect of the void space by using
wavelength conversion. The wavelength of the packet
is converted so that the influence of the void space is
minimized. Figure 5 illustrates our approach. Suppose
that a new packet destined for output port 1 arrives
at the switch. The packet is assigned wavelength w1

and is stored in the buffer. If the next arriving packet
is assigned wavelength w1, a void space between two
time slots appears. On the other hand, our method
compares the queue lengths of the wavelength buffers
and selects a wavelength which will minimize the void
space. In the above case, therefore the new packet is as-
signed wavelength w2, and thus we can avoid void space
completely. Note that this method can be applied to
Algorithms A1 through A3.

More specifically, our method works as follows. To
implement our method, we introduce a virtual queue
within the physical shared buffer. A virtual queue is a
logical queue maintained for each of the combinations
of the output port and wavelength on the output fiber.

Thus, there are a number N×W of virtual queues in the
shared buffer. We also introduce a counter to maintain
the output time of the last packet in the virtual queue.
When a new packet arrives and is decided to be stored
in the buffer (i.e., because no available wavelength is
found), the scheduler finds the smallest difference be-
tween the physical queue length of the wavelength and
the virtual queue counter. Then, the packet is inserted
into FDL. After the packet goes through the FDL, the
wavelength of the packet is tuned to the wavelength
that is actually used on the output fiber.

Lastly, it should be noted that in order to imple-
ment this method, wavelength conversion is necessary,
which leads to a higher switch cost, but the improve-
ment in performance is remarkable, as we will demon-
strate in the next section.

4. Performance of the Photonic Packet Switches

4.1 Simulation Model

For comparative evaluation, the photonic packet switch
and arriving traffic are modeled as follows. The num-
bers of input/output ports N and wavelengths on the
fiber W are set to be 16 and 8, respectively. The wave-
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length capacity is 40 Gbps. A packet arrives accord-
ing to a Poisson process. The average packet length
is 400Bytes. The packet length is exponentially dis-
tributed, but truncated at 1000Bytes. The time slot
size is 20ns, which corresponds to 30% of the average
packet length [10]. Every input fiber and wavelength
has the same packet arrival rate, and the destination
output port of the packet is chosen randomly.

4.2 Evaluation of the Packet Scheduling Algorithms

In this subsection, we evaluate the packet scheduling
algorithms A0 through A3 described in Section 3. Fig-
ures 6 and 7 show the simulation results of packet loss
probability dependent on the buffer size BT (the total
number of delay lines in the whole switch) in the output
buffer type switch and the shared buffer type switch, re-
spectively. As shown in Fig. 6, algorithms A1 through
A3 give better performance than algorithm A0 under
any traffic load condition, and algorithm A2 gives the
best performance. The packet loss probabilities of the
shared buffer type switch differ greatly from those of
the output buffer type switch especially under the high
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traffic load condition, as shown in Fig. 7. In the low
traffic load condition, algorithm A2 again gives the best
performance.

In Fig. 7, the performance of the shared buffer type
switch decreases when the switch is equipped with a
larger buffer size. This is because the queue length be-
comes long and the possibility of a void space appearing
becomes high, as was described in Section 3.3. Fig-
ures 8 and 9 show the simulation results for the output
buffer type switch and the shared buffer type switch,
respectively, when the buffer size BT is fixed at 64. In
Fig. 8, it can be observed that the packet loss probabil-
ity is gradually increased by the higher traffic load. On
the other hand, the performance of the shared buffer
type switch suddenly deteriorates as shown in Fig. 9.
This is because input packets are continuously dropped
as the buffer queue length becomes long under the high
traffic load condition. The shared buffer type has an
advantage in that it requires a smaller buffer size, in
the current case, for a number of FDL. However, the
performance of the shared buffer type switch deteri-
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orates much more than that of the output buffer type
switch under high traffic conditions. In the next subsec-
tion, we will demonstrate how our void space reduction
method improves the performance of the shared buffer
type switch.

Figures 10 and 11 plot data loss probabilities for
the output buffer type and the shared buffer type
switch, respectively. Here, data loss probability is de-
fined as the ratio of the total amount of dropped pack-
ets to the total amount of input packets. The set of
two figures (Figs. 10 and 11) shows the same tendency
as the previous set of figures for packet loss probabil-
ity (Figs. 6 and 7), but algorithm A3 achieves the best
result for data loss probability because it gives pref-
erence to long packets when assigning the wavelength,
thus more data is carried.

4.3 Evaluation of Void Space Reduction Method

In this subsection, we evaluate our proposed void space
reduction method. Figure 12 shows the performance
of the shared buffer type switch when the void space
reduction method is applied. From this figure, it can
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be observed that the performance is dramatically im-
proved by introducing the void space reduction method.
And the shared buffer switch outperforms the output
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buffer switch by using the void space reduction method
even with the smaller buffer.

4.4 Effects of Increasing the Number of Wavelengths
on FDLs

Lastly, we last show the effects of increasing the number
of wavelengths on FDLs (Wi). In Fig. 13, we plot the
packet loss probability of the shared buffer type switch
when the wavelengths on FDLs are increased (Wi =
8, 16, 24). From this figure, it can be observed that
when the switch can store more packets in the buffer
at one time the performance is actually improved. Of
course, the void space reduction method can further
improve this performance, and this is demonstrated in
Fig. 14.

From these two figures, it is clear that the perfor-
mance of the shared buffer type switch when using the
void space reduction method is even better than that
of the output buffer type switch.

4.5 Computational Complexity of Packet Scheduling
Algorithm

In this subsection, we discuss computational complex-
ities of packet scheduling algorithms A0 through A4.
In the packet scheduling algorithms, the search for the
optimal wavelengths in buffer or output port and the
sorting of input packets are the major operations re-
quiring more calculation time. Thus, we only consider
the calculation time of the search and the sorting, and
ignore the processing time of other operations. Then,
the calculation time of Algorithm A0 is negligible be-
cause the wavelengths to the packets is assigned in a
round-robin fashion in Algorithm A0.

We first consider the search time, which is neces-
sary in Algorithm A1, A2, and A3, and in the cases
where the void space reduction method is applied to
those algorithms. In the search function, since the
number of the input ports is N and the number of the
multiplexed wavelengths on the port is W , the sched-
uler needs to search NW times within one slot time at
maximum, and to seek W wavelengths in one search.
The computational complexity of the search function is
given as O(NW 2), and if the buffer control algorithm
and the void space reduction method are used together,
the computational complexity of the search function be-
comes doubled. Noting that in Algorithm A0, only the
search is used and the sort is not, the Algorithm A0 is
a reasonable choice, and further introducing the void
space reduction method is effective as was shown in
Fig. 12.

The sort function is additionally required in Al-
gorithms A2 and A3. Since the maximum number
of packets which arrives simultaneously is NW , the
computational complexity of the sorting function is
O(NW log(NW )). Therefore, the search time becomes

dominant as N and/or W become large. In those cases,
Algorithms A1 through A3 are not different, and Algo-
rithms A2 or A3 may be chosen. However, as can be
observed in Fig. 12, Algorithms A2 and A3 do not at-
tain better performance than Algorithm A1 so much. It
implies that Algorithms A1 is efficient in performance
and computational complexity.

5. Conclusions

In this paper, we have evaluated the performance of
the shared buffer type switch and the output buffer
type switch by applying packet scheduling algorithms.
We have compared these two switching architectures
taking into account the total number of FDLs. Our
simulation results showed that the shared buffer type
switch achieves a better performance than the output
type switch under low traffic load conditions. On the
other hand, under high traffic load conditions, the out-
put buffer type switch gives much better performance
than the shared buffer type switch. However, our void
space reduction method can improve the performance
of the shared buffer type switch even more than that of
the output buffer type switch.

In future work, we need to evaluate the hardware
cost more precisely. And, we need to evaluate the per-
formance of switches using more and better metrics.
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