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Abstract— To provide distributed multimedia applications
with end-to-end QoS (Quality of Service) guarantees, resource
reservation-based control mechanisms should be employed in both
networks and end systems. In this paper, we propose a resource
allocation scheme for real-time video multicasting described as a
utility maximization problem. In this scheme, clients are first di-
vided into multicast groups by means of a clustering technique.
Then system resources are allocated to each group so that the total
utility is maximized. We have confirmed that our proposed scheme
can achieve effective use of resources while providing high-quality
video to users.

I. I NTRODUCTION

Due to dramatic improvements in computing power, network
bandwidth, and video data compression techniques, distributed
and real-time multimedia systems are now widely used. In
these systems, a server captures video data, then encodes and
sends it to clients via networks. The clients receive the coded
data, decode it, and display it to users. To provide the users
with a high-quality multimedia presentation, QoS should be
guaranteed in terms of the data transfer delay, and the regu-
larity of the video encoding and decoding [1]. Network level
QoS, such as packet loss ratio and transfer delay, can be stati-
cally guaranteed in bandwidth reservation-based networks [2].
A real-time OS that reserves and schedules CPU resources can
provide high-speed, high-quality video coding and decoding on
end systems [3, 4].

However, even if we can successfully build a distributed
multimedia system by combining these platforms, high-quality,
real-time video transfer cannot be achieved efficiently without
appropriate prediction and reservation mechanisms for both the
network and end systems resources. We have formulated the
effect of the MPEG-2 coding parameters on the required re-
sources and the video quality, and we found that there is a
strong relationship between them [5]. Based on these relation-
ships, the resource allocation scheme proposed in [6] enables
high-quality video transfer within limited resources by maxi-
mizing a user’s “utility”, which is represented as a relationship
between the “benefit” obtained through allocated resources and
the “cost” paid for them. We verified the practicality of the
scheme by implementing it on an actual video distribution sys-
tem. However, we also found that it cannot be applied to more
general networks where heterogeneity also exists in the avail-
able bandwidth, because only the server’s access link is taken
into account and limitations on the other links including the
clients’ access links are assumed to be negligible.

In this paper, based on our previous work, we propose a new
resource allocation scheme for video multicast systems with
heterogeneous clients. We take into account a network topol-
ogy, including the locations of the server and clients and the
link bandwidth. Our scheme first divides the clients into mul-
ticast groups, then the shared resources are allocated to each
group in an integrated manner based on the relationships be-
tween the resources. By iteratively repeating “local and global
resource allocations”, the total utility is maximized. Appropri-
ate multicast groups are thus established, so that users are pro-
vided with a video stream of the highest possible quality. We
evaluate applicability and efficiency of the proposed scheme
by applying it to a multicast network models with clients that
are heterogeneous with regard to their available amounts of re-
sources.

This paper is organized as follows. In Section II, we describe
the multicast system we consider, and we describe our cluster-
ing and multicast tree construction methods in Section III. Then
we briefly introduce the relationships between video quality
and the required resources, and outline our resource allocation
scheme in Section IV. In Section V, we evaluate the effective-
ness of the proposed scheme. We finally conclude our paper in
Section VI.

II. SCENARIO OFVIDEO MULTICAST SYSTEM

The network we assume has a general topology and is capa-
ble of multicasting. The amounts of available bandwidth are
diverse and differ among links. We assume that the network
offers bandwidth reservation mechanisms such as ATM, Diff-
Serv, IntServ or TTCP/ITM [4]. The CPU resources can be
controlled and reserved with a real-time OS such as Real-Time
Mach [7] or HiTactix [4]. We assume that heterogeneous end
systems are involved in the video multicast, and that the avail-
able amounts of CPU resources also vary.

In our system, the server first notifies users about the video
session, including the starting time, the subscription due time,
and the contents of the service, either through broadcasting or
by using a dedicated multicast address as in SDP [8]. Then the
client for a user intending to join reserves the available CPU
resources and informs the server of the amount successfully re-
served. At the same time, the server examines its own resource
availability and the network conditions (i.e., the available band-
width of the links), through a bandwidth reservation protocol.
Based on this information, the server then composes multicast



groups by dividing the clients into clusters based of their avail-
able access link bandwidth and CPU resources. The server then
constructs multicast trees.

Next, the shared resources—i.e., the server CPU and the link
bandwidth—are allocated to each session. Initially, identical
amounts of shared resources are allocated to each multicast
group sharing the same bottleneck link. In each group, re-
source allocation is performed so as to maximize the quality
of the video transfer, given the relationship between resources
(local resource allocation). Then, the remaining resources are
re-allocated to the cluster, which is expected to contribute to in-
creasing the total utility (global resource allocation). This two-
level resource allocation is formulated as a utility maximization
problem in which the utility is represented as a relation between
the benefit and the cost, i.e., the obtained video quality and the
required amount of resources.

By iteratively repeating these global and local utility maxi-
mizations, the server determines the resource allocation. Then,
it reserves its own CPU resources, reserves bandwidth for each
session by a method such as RSVP, and notifies the clients of
the required amounts of CPU resources. Each client confirms
it has reserved the required CPU resources, and real-time video
multicasting begins.

III. M ULTICAST SESSIONCONSTRUCTION BYCLUSTERING

There are several approaches to tackling the resource hetero-
geneity, such as a simulcast a layered multicast [9], and active
networks [10]. Our approach is similar to a simulcast in that the
server generates independent video streams of varying quality.
The number of multicast groups is reduced through a cluster-
ing technique, a video stream of appropriate quality is chosen
for each cluster, and resources are adequately allocated among
clusters and system entities.

Each cluster corresponds to a multicast group carrying a
video stream of a quality appropriate for the group’s mem-
bers. Although heterogeneity exists in the available bandwidth
in the network for video transfer, in the clustering phase we
only take into account the CPU resources and access link band-
width. This is because the available bandwidth for the multicast
session cannot be determined until the multicast trees are con-
structed.

A. Clustering of clients

There are several clustering algorithms for grouping samples
by their similarities [11]. Thek-mean algorithm is one widely
known clustering algorithms. It generatesk clusters based on
Euclidean distance and is favored for its simplicity. Since the
initial k points are chosen at random in thek-mean clustering
algorithm, the speed of convergence and the feasibility of the
obtained clusters vary from trial to trial [12]. The KA algo-
rithm was thus proposed to avoid the instability of thek-mean
clustering algorithm, and it have been verified that the KA algo-
rithm obtains a unique initial state that leads to more centralized
clusters [12, 13].

160

170

180

190

200

210

220

230

240

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.2

0.4

0.6

0.8

1
0 0.2 0.4 0.6 0.8 1

A
va

ila
bl

e 
C

P
U

 r
es

ou
rc

es
 (

M
cp

s)

N
or

m
al

iz
ed

 a
va

ila
bl

e 
C

P
U

 r
es

ou
rc

es

Available bandwidth (Mbps)

Normalized available bandwidth

cluster 1cluster 2cluster 3

cluster 4

Fig. 1. Linear normalization
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Fig. 2. Non-linear normalization

To apply the KA andk-mean algorithms, we must first de-
termine the number of clusters,k. We repeatedly try clustering
over a range of values fromk = 1—that is, all clients are ac-
commodated in a single multicast group and provided with a
single video stream—to a specified maximum number of clus-
ters, say,K. In an extreme case,K is identical to the number of
clients and causes a scalability problem. In an actual situation,
however,K is limited to a realistic number since the system re-
sources cannot accommodate too many simultaneous multicast
sessions.

B. Mapping client resources

To apply a clustering algorithm to grouping heterogeneous
clients on the basis of their resource availabilities, the amounts
of available resources must be normalized to a range from 0 to
1. We take the access link bandwidth and client CPU resources
into account in clustering the clients. Since the possible com-
binations of these two parameters, which are determined from
a set of coding parameters such as the quantizer scale and the
GoP structure, does not form a linear function, we apply a non-
linear normalization derived from the relationships between the
video quality and the required resources. An example of a com-
parison between the linear and non-linear normalization meth-
ods is shown in Figs. 1 and 2. Fig. 1 depicts the distribution of
the clients in accordance with their available resources and the
resultant clusters with a linear normalization. With non-linear
normalization, the resulting clusters change as shown in Fig. 2.

C. Multicast tree construction

For a high-quality, efficient video multicast, the multicast
tree of each cluster is constructed to contain less number of



links that have larger available bandwidth. The Steiner Tree
problem consists of searching thek-MST (Minimum Spanning
Tree) spanning to specific nodesk, and this problem is NP-
complete [14]. We define the cost of a link as the reciprocal of
the available bandwidth and employ an LCM algorithm [15] for
tree construction, giving an approximate solution to the Steiner
Tree problem.

IV. I NTEGRATED RESOURCEALLOCATION SCHEME TO

MAXIMIZE USERS’ U TILITY

We formulate the resource allocation as a maximization
problem of “utility”, which is defined as the ratio of “bene-
fit” to “cost”. The benefit forms a monotonically increasing
function in the case of video quality. The cost reflects the load
on the system and monotonically increases with respect to the
amount of allocated resources. With these functions, we can
expect high-quality video multicasting without increasing the
resource usage.

Utility maximization is performed with respect to the whole
system and within each cluster. The maximization of the total
utility considers the resource allocation among clusters. The
idea behind this is illustrated in Fig. 3. This figure shows a typ-
ical example of the relationship between benefit and cost taken
from our preceding research work on MPEG-2 video streams
[5]. Under such conditions, the total utility can be increased by
taking only a portion of the shared resources allocated to rich
cluster A, which is receiving a high benefit, and giving it to poor
cluster B, which is receiving a low benefit because its allocated
resources are insufficient. It is expected that this operation will
hardly degrade the benefit of cluster A but greatly increase that
of cluster B. As a result of this resource re-allocation, the total
utility is expected to increase.

We also consider the interdependence among resources to
maximize each cluster’s utility. For example, if plenty of band-
width is allocated to one cluster, its members can receive video
data coded at a low compression ratio and avoid complex,
heavy decoding. However, the required bandwidth can be de-
creased if the end systems devote a large amount of CPU re-
sources into coding and decoding tasks and accommodate a
highly compressed video stream. In a previous work [5], we de-
rived relationships between the video quality and the required
network and end systems resources for MPEG-2 video data.
The required bandwidthW Mbps for video transfer, the re-
quired amount of CPU resource to code video data at the server,
S Mcycle/sec, and the required amount of CPU resource to de-
code video data at the client,C Mcycle/sec can be estimated
from the MPEG-2 coding parameters as:

W (R, Q, F, G) ∼= 3.1log4
R

640×480 (α + β
Q − γ

Q2 ) F
30Wbase ,

(1)

S ∼= SG
R

640× 480
F

30
, (2)

C ∼= W × 40 + (λ +
Np

N
δ +

Nb

N
ε) × R

640× 480
F

30
. (3)

Benefit
(video quality)

Cost
(required resource)

cluster A

cluster B

Fig. 3. Relationship between benefit and cost

For details, refer to the paper [5].
By using (1) through (3), given the amount of available re-

sources, we can find an appropriate set of coding parameters to
achieve a high-quality video stream with those resources. Thus,
A cluster’s utility can be maximized by combining (1) through
(3) and carefully choosing the coding parameters.

A. Definition of utility

The total utilityU is given as the sum of the clusters’ utilities
Ui, which is defined as a function of the benefitB i with the
allocated resources and the costPi paid for them:

U =
∑k

i Ui =
∑k

i Bi/Pi . (4)

In this manner, a higher utility can be obtained by providing
a higher quality of video to users while keeping the resource
utilization lower.

The benefit of clusteri, Bi, is represented as a product of the
video qualityqi, which we define as a reciprocal of the quan-
tizer scaleQi, and the number of clientsmi. Any other defini-
tion of qi fits our scheme as long as it forms a monotonically
increasing function with respect to resources:

Bi = qi × mi . (5)

A cluster’s cost consists of three different costs, based on
the server CPU, the network bandwidth, and the client CPU
resources. We define the cost function as follows:

Pi = ζ{P W
i }2 + η{P S

i }2 + θ{P C
i }2 , (6)

whereζ, η andθ are positive constants that define the impor-
tance of each resource. Appropriate determination of these con-
stants is beyond the scope of this paper and remains as a topic
for future research work. In our experiments, these constants
are all set to one.

The bandwidth costP W
i is related to the bandwidth usage of

the multicast treei. Since the bandwidth cost increases as the
number of linksni in the multicast tree increases, the cost is
defined as follows:

PW
i = ni × Wi

W free
i

, (7)

whereWi is the bandwidth required for the video stream as-
signed to clusteri, andW free

i indicates the available bandwidth
of multicast treei —that is, the available bandwidth of the tree’s
bottleneck link.



The server CPU costP S
i is defined as the ratio of the amount

of resources required for encoding video data to the available
amount of server CPU resourcesS free

i allocated to the cluster
i:

PS
i =

Si

Sfree
i

. (8)

The cluster CPU costP C
i is given as the average utilization of

the client CPU resource:

PC
i =

1
mi

∑

j

Ci

Cfree
ij

, (9)

whereCi andCfree
ij stand for the amount of CPU resources

required for decoding the video data and the available amount
of CPU resources for clientj of clusteri, respectively.

B. Utility maximization

We formulate resource allocation as a maximization problem
of the total utility as defined in Section IV-A. By solving this
optimization problem, we can determine an efficient resource
allocation for the whole system.

maximize U (10)

Under the constraints
∀l

∑k
i Wi · Z(i, l) ≤ Lfree

l (11)

∀i Wi ≤ W free
i (12)

∀i Si ≤ Sfree
i (13)

∑k
i Sfree

i ≤ Sfree (14)

∀i, j Ci ≤ Cfree
ij , (15)

wherek andLfree
l stand for the number of clusters and the

available bandwidth of linkl, respectively; AndZ(i, l) is one
if a multicast tree contains linkl, and zero otherwise.

We solve the problem by the following heuristic algo-
rithm:

1) Allocate the server CPU resources equally to each clus-
ter. Bandwidth has already been allocated to the clusters
during the tree construction phase.

2) Determine the resource allocation that maximizes the
utility of each cluster within the available resources by
choosing appropriate set of coding parameters with (1),
(2) and (3).

3) Subtract the allocated resources from the system re-
sources.

4) Re-allocate the remaining resources on the server CPU
and the links to the cluster whose utility increases the
most with the newly allocated resources.

5) Repeat steps 2 through 4 until no cluster can increase its
utility or no resources remain.

By using this scheme, the resource allocation can be decided for
each cluster and the quality of the video can also be determined
from the relationship described in Section IV.
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V. EVALUATION

In this section, we evaluate the effectiveness and appropri-
ateness of our proposed scheme by applying it to a multicast
network with heterogenous clients.

A. Simulation model

In our simulation experiments, we use the general-topology
network model shown in Fig. 4, which is taken from an MCI
network and consists of 19 nodes and 32 internal links. A
server is connected to node “0” via a 6.0-Mbps link. Clients
are connected to randomly chosen nodes. The bandwidth avail-
able for a video session on each access link and the CPU re-
sources available for decoding tasks are chosen at random as
long as they can enable a video stream of the minimum qual-
ity. In our experiments, all clients are assumed to join the same
video session for the sequence “Animation”, whose spatial res-
olution is 160×120 pixels and temporal resolution is 30 fps.
This means that only the SNR resolutionQ and the GoP struc-
ture contribute to resource allocation. In the resource allocation
phase, the server determines an appropriate set of coding pa-
rameters to maximize cluster utility. The SNR resolution (i.e.,
the quantizer scaleQi) ranges from 4 (33.25 dB) to 40 (18.93
dB) at intervals of four. In this paper, based on our previous re-
search work, only the quantizer scale determines the perceived
video quality [2].

B. Simulation results

The results of experiments for ten clients in the general-
topology network model are shown in Fig. 5. The figure shows
the transition of the total utility for allk from one to ten, and
the average video qualities in terms of the quantizer scales Q
among the clients. A total utility of zero implies that the re-
source allocation failed. A smaller Q implies a higher-quality
video. Fig. 5 clearly shows the trade-off between the number
of clusters and the total utility. In these experiments, clusters of
one and two failed since some clients had insufficient resources
and no set of coding parameters could satisfy all the clients in
a cluster. As the number of clustersk increased, the clustering
algorithm could group clients into multicast sessions according
to their resource availability in more effective and appropriate
ways. Then, the resource allocation algorithm successfully de-
termined sets of coding parameters and amounts of resources to
allocate to each multicast session. However, beyondk = 8 the
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total utility began to decrease. This is because a largerk leads
to division of the shared resources into small pieces, and thus
each of the allocated resources is fully utilized and therefore
the cost increases. Although the average quality is the highest
in the case ofk = 7, the utility is not maximum due to the
undesirably high cost. We can conclude that constructing eight
multicast groups is the best way to efficiently provide clients
with video streams when we consider the trade-off between the
cost and the benefit.

For comparison purposes, we also conducted resource allo-
cation with only the first two steps of the heuristic algorithm,
that is, the server CPU resources were divided equally, the
bandwidth was allocated in a max-min fair manner, and utility
maximization was carried out within each cluster. This strat-
egy, called “equal resource allocation”, can be regarded as a
rather conventional simulcast, except that the video quality is
determined so as to maximize the cluster’s utility within the al-
located resources. In the case of equal resource allocation, as
shown in Fig. 5, all trials failed except fromk = 3 to 7. The
maximum utility was obtained in the case ofk = 7, but it was
3.71, far below that obtained with our scheme, and, of course,
the quality of the video stream provided to the clients was low.

Fig. 6 shows that our scheme can obtain a feasible resource
allocation in a general network with 100 clients. The client re-
source availabilities and connecting nodes are set at random on
the network of Fig. 4. Only four multicast groups were suf-
ficient for 100 heterogeneous clients. In this case, we do not
need to try utility maximization beyondk = 27 clusters even
for more than 100 clients. This number is derived by dividing
the server access link bandwidth by the bandwidth required to

transfer a video stream of the minimum quality. In practice,
for a 100-client session, trying utility maximization more than
dozen of clusters does not lead to a better allocation.

VI. CONCLUSION

In this paper, we have proposed a resource allocation scheme
to provide efficient, high-quality video multicast services for
heterogeneous clients. The resource allocation is formulated as
a utility maximization problem that takes into account the rela-
tionships among resources. Several issues still remain. One is
that the KA clustering phase does not necessarily lead to better
grouping than the random algorithm where initialk points are
randomly chosen, although results were not shown due to a lim-
ited space. We should consider a new clustering algorithm tied
up with our resource allocation scheme. Another problem is
related to the practicality of our scheme: it may lack scalability
due to the fact that the algorithms are designed for centralized
control.
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