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Abstract

Although many research efforts have been devoted to network congestion in the face of

an increase in the Internet traffic, there is little recent discussion on performance improve-

ments for endhosts. In this paper, we propose a new architecture, called Scalable Socket

Buffer Tuning (SSBT), to provide high-performance and fair service for many TCP con-

nections at Internet endhosts. SSBT has two major features. One is to reduce the number of

memory accesses at the sender host by using some new system calls, called Simple Memory-

copy Reduction (SMR) scheme. The other is Equation-based Automatic TCP Buffer Tuning

(E-ATBT), where the sender host estimates ‘expected’ throughput of the TCP connections

through a simple mathematical equation, and assigns a send socket buffer to them according

to the estimated throughput. If the socket buffer is short, max-min fairness policy is used.

We confirm the effectiveness of our proposed algorithm through both simulation technique

and an experimental system. From the experimental results, we have found that our SSBT

can achieve up to a 30% gain for Web server throughput, and a fair and effective usage of

the sender socket buffer can be achieved.
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1 Introduction

With the rapid growth of Internet users, many research efforts have been directed to avoiding

and dissolving network congestion against an increase of network traffic. However, there has

been little recent discussion on improvement of the performance of Internet endhosts in spite of

the projection that the bottleneck is now being shifted from the network to endhosts [1]. For

example, busy WWW (World Wide Web) servers currently receive hundreds of requests for

document transfers every second at peak times.

Of course, proposals for the improvement of protocol processing by endhosts are not new.

An early example can be found where the authors proposed the ‘fbuf’ (fast buffer) architecture,

which shares memory space between the system kernel and the user process to avoid redundant

memory copies during data exchanges [2]. It is based on the observation that memory copy is

a main cause of the bottleneck at endhosts in TCP data transfer. Other approaches can also be

found [3, 4]. However, past research including the above approaches do not consider the ‘fair’

treatment of connections, in which connections receive fair service from the server. By achieving

fair service among connections, we can also expect performance improvement for the following

reasons. Suppose that a server host is sending TCP data to two clients, one of 64Kbps dial-up

(say, client A) and the other of 100Mbps LAN (client B). If the server host assigns equal sizes

of the send socket buffer to both clients, it is likely that the amount of the assigned buffer is too

large for client A, and too small for client B, because of the difference of capacities (more strictly,

bandwidth-delay products) of their connections. For an effective buffer allocation to both clients,

a compromise on buffer usage should be taken into account.

Another important example that requires ‘fair’ buffer treatment can be found in a busy In-

ternet WWW server, which simultaneously accepts a large number of TCP connections with

different bandwidths and round trip times (RTTs) at the same time. The authors have proposed a

buffer tuning algorithm called Automatic TCP Buffer Tuning (referred to as ATBT in this paper),

that dynamically adjusts the send socket buffer size according to the change of the TCP sending

window size of the connection [5]. However, it cannot provide ‘fairness’ among connections

because the throughput of TCP connections is not proportional to the sending window size [6].

We will discuss the problems of ATBT more in the next section.

In this paper, we propose a novel architecture, called Scalable Socket Buffer Tuning (SSBT),

to provide high performance and fair service for many TCP connections at the sender host. For

this purpose, we developed the following two mechanisms for SSBT. These are the SMR (Simple

Memory-copy Reduction scheme) and E-ATBT (Equation-based Automatic TCP Buffer Tuning).

The SMR scheme provides a set of socket system calls in order to reduce the number of memory

copy operations at the sender host in TCP data transfer. It is a replacement of the existing so-

called ‘zero-copy’ mechanisms. However, it is much simpler and can still achieve the same effect

2



in reducing the overhead at the sender host. However, our main contribution in this paper is E-

ATBT, which provides a fair assignment of the socket buffer. In E-ATBT, we consider ‘expected’

throughput of TCP connections by an analytic approach. It is characterized by the packet loss

rate, RTT and RTO (Retransmission Time Out) values of the connections, which can easily be

monitored by the sender host. The send socket buffer is then assigned to each connection based

on its expected throughput, with consideration on max-min fairness among connections.

We validated the effectiveness of our proposed mechanism through both simulation and im-

plementation experiments. In the simulation experiments, we confirmed the fair assignment of

the socket buffer using our E-ATBT algorithm under various network situations. In the im-

plementation experiments, we first confirmed the behavior of SSBT at the transport-layer, that

is, we used native TCP data transfer in the experiments, followed by experiments on a SSBT-

implemented Web server. We showed the effectiveness of SSBT in terms of overall server per-

formance, the number of accommodated connections, and fairness among connections.

We also noted that fairness is recently being paid more attention from various aspects; for

TCP enhancements [7, 8, 9] and for router support [10, 11, 12] in order to achieve that fairness.

Perhaps, all of the above technologies including our proposed method for endhosts are necessary

to provide end–to–end fairness to users.

This paper is organized as follows. In Section 2, we first briefly introduce the ATBT algo-

rithm for reference purposes. In Section 3, we propose our SSBT algorithm. We evaluate the

effectiveness of our proposed algorithm through simulation experiments in Section 4, followed

by implementation experiments in Section 5. Finally, we present some concluding remarks in

Section 6.

2 Related Work; Automatic TCP Buffer Tuning (ATBT)

To provide the fairness among multiple TCP connections, the sender host has to assign its send

socket buffer to the connections by taking care of differences in the connections’ characteris-

tics. In this section, we first introduce related research on buffer tuning, and point out several

problems.

An Automatic TCP Buffer Tuning (ATBT) mechanism has been proposed, where the as-

signed buffer size of each TCP connection is determined according to the current window size of

the connection [5]. That is, when the window size becomes large, the sender host tries to assign

more buffer to the connection. It decreases the assigned buffer size as the window size becomes

small. When the total required buffer size of all TCP connections becomes larger than the send

socket buffer size prepared at the sender host, send socket buffer is assigned to each connec-

tion according to a max-min fairness policy. More specifically, the sender host first assigns the

buffer equally to all TCP connections. If some connections do not require a large buffer, the
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excess buffer is re-assigned to connections requiring a larger buffer. Through this mechanism, it

is expected that a dynamic and fair buffer assignment can be provided by considering different

characteristics.

However, ATBT has several problems. It assigns the send socket buffer to each TCP connec-

tion according to its current window size at regular intervals. Therefore, when the sender TCP

suddenly decreases its window size due to, e.g., an occasional packet loss, the assigned buffer

size sometimes gets smaller than that the connection actually requires. This might be resolved

by setting the update interval to a smaller value. In that case, however, the assigned buffer size

is changed too frequently, which causes the system instability. Furthermore, as network band-

width becomes larger, the oscillation of the window size also becomes large, leading to a large

oscillation of the assigned buffer size.

Another problem exists in the max-min sharing policy adopted in ATBT. Suppose that three

TCP connections (connections 1, 2 and 3) are active, and the required buffer sizes calculated

from the window sizes of connections are 20 [KBytes], 200 [KBytes], and 800 [KBytes], respec-

tively. If the total size of the send socket buffer is 300 [KBytes], the sender host first assigns

100 [KBytes] to each connection. Since connection 1 does not require such a large buffer, the

sender re-assigns the excess buffer of 80 [KBytes] of connection 1 equally to connections 2

and 3. As a result, the assigned buffer sizes of both connections 2 and 3 become 140 [KBytes].

However, it would be better to assign the excess buffer proportionally to the required buffer size

of connections 2 and 3. In this case, the assigned buffers become 116 [KBytes] for connection 2

and 164 [KBytes] for connection 3 by a proportional re-assignment. This assignment is more

effective because the throughput improvement of connection 3 becomes larger. The remaining

problem is how to estimate the buffer size each TCP connection actually requires. ATBT can-

not re-assign the excess buffer proportionally because it determines the buffer size only by the

current window size of the connection.

3 Scalable Socket Buffer Tuning (SSBT)

Our proposed “Scalable Socket Buffer Tuning” (SSBT) method includes two mechanisms, (1)

the Equation-based Automatic TCP Buffer Tuning (E-ATBT) and (2) the Simple Memory-copy

Reduction (SMR) scheme, as explained below.

3.1 Equation-based Automatic TCP Buffer Tuning (E-ATBT)

E-ATBT solves the problems raised in Section 2. In E-ATBT, the sender host estimates an ‘ex-

pected’ throughput for each TCP connection by monitoring three parameters (packet loss proba-

bility, RTT, and RTO values. It then determines the required buffer size of the connection from
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the estimated throughput, not from the current window size of TCP. The estimation method of

TCP throughput is based on the analysis result in Hasegawa et al [13]. There the authors derived

the average throughput of a TCP connection for a model in which multiple connections with dif-

ferent input link bandwidths share a bottleneck router employing the RED algorithm [14]. The

following parameters are necessary to derive the throughput;

• p: packet dropping probability of the RED algorithm

• rtt: the RTT value of the TCP connection

• rto: the RTO value of the TCP connection

In the analysis, the average window size of the TCP connection is first calculated from the above

three parameters. The average throughput is then obtained by considering the performance degra-

dation caused by the TCP’s retransmission timeout. The analysis developed in Hasegawa et

al [15] is easily applied to our case, by viewing the packet dropping probability of the RED

algorithm as the observed packet loss rate.

The parameter set (p, rtt, and rto) is obtained at the sender host as follows. Rtt and rto can

be directly obtained from the sender TCP and the packet loss rate p can also be estimated from

the number of successfully transmitted packets and the number of lost packets detected at the

sender host via acknowledgement packets. A possible cause of estimation error in p is due to

the stochastic nature of packet losses since the analysis in Hasegawa et al [16] assumes random

packet loss. Thus, we need a validation for the case where the packet losses occur at the drop-tail

router, since in that case, packets tend to be dropped in a bursty nature. We present evaluation

results on this aspect in Section 4.

Note that the appropriateness of the estimation method used in the E-ATBT algorithm has

been validated [16]. However, we can apply another estimation result of TCP throughput given

in Padhye et al [6] using the additional parameter of Wmax, the buffer size of the receiver.

λ = max


Wmax

RTT
,

1

(RTT
√

2bp
3

+ T0 min(1, 3
√

3bp
8

)p(1 + 32p2)




where b is set to 2 if the receiver uses TCP’s Delayed ACK option, and 1 if not.

We denote the estimated throughput of connection i by ρi. From ρi, we simply determine Bi,

the required buffer size of connection i, as;

Bi = ρi × rtti

where rtti is RTT of connection i. By this mechanism, a stable assignment of the send socket

buffer to TCP connections is expected to be provided if the parameter set (p, rtt, and rto) used

in the estimation is stable. However, in ATBT, the assignment is inherently unstable even when

three parameters are stable, since the window size oscillates more significantly regardless of the
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stability of the parameters.

As in ATBT, our E-ATBT also adopts a max-min fairness policy for re-assigning the ex-

cess buffer. Differently to the ATBT algorithm, however, E-ATBT employs a proportional re-

assignment policy as explained in the previous subsection. That is, when excess buffer is re-

assigned to connections needing more buffer, the buffer is re-assigned proportionally to the re-

quired buffer size calculated from the analysis. Whereas ATBT re-assigns excess buffer equally,

since it has no means to know the expected throughput of the connections.

3.2 Simple Memory-copy Reduction (SMR) Scheme

Another mechanism we implemented is the Simple Memory-copy Reduction (SMR) scheme. In

TCP data transfer, two memory-copy operations are necessary at the sender host in TCP data

transfer [17]. One is from the file system to the application buffer, and the other is from the

application buffer to the socket buffer, as shown in Figure 1(a). The problem is that memory

access is the largest obstacle in improving TCP data transfer [18], so reducing the number of

memory copy operations in TCP data transfer is a key to improving the server’s protocol pro-

cessing speed. Reducing the number of memory accesses in TCP data transfer is not a new

subject [2, 3, 4]. In Drushel and Peterson [2], the authors proposed a ‘fbuf’ (fast buffer) archi-
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tecture, which shares the memory space between the system kernel and user processes to avoid

redundant memory copies during data transfers. However, it is difficult to implement fbuf on

actual systems, because its complicated architecture requires many modifications in the memory

management mechanism of operating systems. In this paper, we propose a Simple Memory-

copy Reduction (SMR) scheme, which is a new and simpler mechanism that can avoid memory

copying from the file system to the application buffer.

A detailed mechanism at the sender host in TCP data transfer of the original BSD UNIX

system is illustrated in Figure 1(a). When the user application transfers a file by using TCP, the

file is first copied from the file system (on disk or memory) to the application buffer located in

the user memory space by one memory copy operation. Then, the data in the application buffer

is copied to the socket buffer which is located in the kernel memory space. It is performed by

a couple of system calls provided by the socket interface, and so two memory copy operations

are necessary. It is redundant, however, to copy the file in the file system to the socket buffer via

the application buffer, as it can be directly copied from the file system to the socket buffer in the

file transfer. Of course, the memory space should be clearly divided into user and kernel spaces

by the UNIX memory management system, so that the kernel memory space is protected from

illegal accesses caused by user applications. When we consider the performance improvement of

TCP data transfer, we can avoid memory copying from the file system to the application buffer.

Since our SMR scheme is limited to the file system to be applied, there is not so critical problem

about the memory usage by the kernel system and the user applications.

Figure 1(b) illustrates the proposed mechanism of the TCP data transfer. In the proposed

mechanism, a transferring file in the file system is directly copied to the socket buffer by the new

socket system calls. The socket system calls of the original mechanism require the application

buffer as one of the arguments to copy the data from the application buffer to the socket buffer.

However, in the proposed mechanism, socket system calls are modified to specify a file descriptor

of a transferring file as an argument, by which a direct copy of the data from the file system to

the socket buffer can be accomplished. Then, the redundant memory copying procedure can be

avoided. In what follows, we explain the new socket system calls implemented in our proposed

mechanism. See Figure 2 for the flow chart of the socket system call of the FreeBSD system.

We implemented the proposed mechanism by modifying three system calls, and adding two

new arguments to the mbuf structure [19]. All system calls for TCP data transfer call a sosend

system call, in order to copy the transferring data from the user memory space to the kernel

memory space and pass the data for further protocol processing. In the proposed mechanism, we

change one of the arguments of sosend from the application buffer to the file descriptor, so that

sosend can copy the data directly from the file system to the socket buffer. We also modify

sendto and sendit system calls to handle the file descriptor according to the changes to the

sosend system call.
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3.3 Transfer of Small Documents

In E-ATBT, the sender estimates the throughput of each TCP connection from observed param-

eters associated with that connection. Therefore, if the size of the transmitted data is small, it

is impossible to obtain an accurate and reliable estimation. A similar discussion is also applied

to the SMR scheme, where the effect of avoiding a memory-copy operation is likely to be lim-

ited if the document size is small. One of the reasons is that the connection set-up time (TCP’s

three-way handshake) is likely to dominate the document transfer time.

The above problem becomes an obstacle for the application of our proposed mechanism to

Web servers since Web documents are comparatively small. It is reported in Nabe et al [20]

that the average size of Web documents at several Web servers was under 10 [KBytes]. More

important, Crovella and Cestavos [21] report that Web document size exhibits a heavy-tailed

nature, meaning that very long documents exist with certain probabilities, but at the same time

small-sized documents exist with large probabilities. Thus, when there are many connections on

the Web server requesting small documents, the buffer assignment of the E-ATBT mechanism

may become unstable as the number of connections fluctuates greatly.

One possible way to overcome this problem is to exclude connections requesting small-sized

documents from the fair buffer assignment described above. By this modification, a stable as-

signment of buffer is expected to be achieved. However, it leads to another difficulty that the

threshold value of the document size cannot be determined a priori because the appropriate set-

ting of the threshold is dependent on the access frequency of the Web server, processing power of

the Web server, the network condition, and so on. Fortunately, the ‘persistent connection’ mech-

anism recently proposed and adopted in HTTP/1.1 can alleviate the above-mentioned problem.

In HTTP/1.1, the server preserves the status of the TCP connection when it finishes the document

transfer, and re-uses the status when a new connection is established in the same session. Then,

E-ATBT is able to utilize the status information for an effective buffer assignment even when

most of connections request small documents.

4 Simulation Results of E-ATBT

In this section, we present simulation results of E-ATBT using a network simulator [22]. For

evaluating the effectiveness of E-ATBT, we compared the following three algorithms.

EQ: All of active TCP connections are assigned an equal size of the send socket buffer.

ATBT: The send socket buffer size is assigned according to the automatic TCP buffer tuning

algorithm described in Section 2.

E-ATBT: The sender host assigns the send socket buffer in accordance with the equation-based

automatic TCP buffer tuning algorithm described in Subsection 3.1.
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In the three algorithms, buffer re-assignment is performed every second.

In the simulation experiment, we conducted two cases for packet loss occurrence. In the first

case, packet loss took place at a constant rate, implicitly assuming that the router was equipped

with the RED algorithm. It meant that packet loss took place randomly with a given probability.

Such an assumption has been validated [6]. However, random packet dropping is a rather ideal

case for our E-ATBT since our method largely relies on an adequate estimation of the packet

loss rate in determining the throughput of TCP connections. Hence, we also considered the case

of the drop-tail router where packet loss occurred due to buffer overflow at the router. In this

case, we can never expect random packet losses, and they tend to occur in a bursty fashion.

Due to space limitation, we only show the case of constant packet loss rate case. However, we

have obtained the results that the estimation error of the packet loss rate make little effect on the

performance of E-ATBT in drop-tail case.

4.1 Simulation Experiment 1: Constant Packet Loss Rate Case

Here we investigated the case where each TCP connection experiences random packet losses with

constant rate. The network model used in this simulation experiment is depicted in Figure 3. It

consisted of a sender host, and eight receiver hosts (from receiver host 1 to 8), each of which

was connected by a link of 100 [Mbps] to the sender host. The propagation delays between the

sender host and receiver hosts (denoted by τ ) were equally set to 6 [msec]. We set the packet loss

probability on each link between the sender host and the receiver host i to pi. The sender host

had B [packets] of the socket buffer size in total. Each of simulation experiments started at time

0. TCP connection i, which was established from the sender host to the receiver host i, started

packet transmission at time t = (i−1)×125 [sec]. All connections stopped packet transmission

at t = 1000 [sec].

We first set the packet dropping probability pi’s as p1 = 0.0001 and p2 = ... = p8 = 0.02. The

socket buffer size of the sender B was set to be 500 [packets], and the packet size was fixed

at 1000 [bytes]. Expected throughput values obtained by the receiver hosts then became about

95 [Mbps] for the receiver host 1, and about 7 [Mbps] for the rest of receiver hosts. Figure 4

plots the time-dependent behaviors of the assigned buffer size and throughput values of connec-

tions obtained by three mechanisms; EQ, ATBT, and E-ATBT. In the figure, labels “#1” – “#8”

represent connections 1 through 8. In the EQ mechanism (Figures 4(a) and 4(d)), the throughput

of connection 1 was degraded during 200 < t < 500 [sec] and 600 < t [sec] of the simulation

time. The first degradation occurred because the assigned buffer size of connection 1 was sud-

denly decreased at the time when the second and third connections started packet transmission.

It resulted in temporal degradation of the throughput of connection 1. At t = 600 [sec], the

number of active connections exceeded six. However, connection 1 required about 110 [packets]
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Buffer Size:
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bw = 100 [Mbps]
p= p2
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p= p8τ = 6 [msec]

Figure 3: Network Model for Simulation Experiment 1

to achieve its estimated throughput for p1 = 0.0001. If the active number of connections exceeds

six, its assigned buffer would be below 110 [packets] in the EQ mechanism. This was the reason

the throughput of connection 1 was decreased. On the other hand, the other connections only

required about 10 [packets] of the send socket buffer and therefore, those connections attained a

constant throughput even though the assigned buffer size got smaller.

In both ATBT and E-ATBT cases, on the other hand, the throughput of connection 1 could

retain a high value even when the number of connections became large as shown in Figures 4(e)

and 4(f). This is because the send socket buffer was assigned appropriately, that is, the connec-

tion 1 was assigned a larger buffer size than other connections (see Figures 4(b) and 4(c)) even

after other connections joined. When comparing ATBT and E-ATBT mechanisms, E-ATBT can

offer stable buffer assignment as shown in Figure 4(b). However, it can also be observed by

comparing Figures 4(e) and 4(f) that the obtained throughput values of the two cases are not

different.

We next decreased the total buffer size, B, to 100 [packets]. See Figure 5. In all of three

mechanisms, the throughput of connection 1 was degraded as the number of connections in-

creased, but E-ATBT provided the highest throughput to connection 1. E-ATBT estimates the

required buffer size for all connections, and then assigns a small buffer to connections 2 through 8

since those do not require a large buffer due to a high packet loss rate. Thus, the excess buffer

can be utilized by connection 1 so that connection 1 can enjoy high throughput as shown in Fig-

ure 5(c). Further, the buffer assigned by E-ATBT was very stable compared with the ATBT case.

In ATBT, connections 2 through 8 temporarily inflated their window size according to the con-
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Figure 4: Result of Simulation Experiment 1: p1 = 0.0001, p2 = . . . = p8 = 0.02, B =
500 [packets]
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(c) E-ATBT: Assigned Buffer
Size
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(d) EQ: Throughput
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(e) ATBT: Throughput
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(f) E-ATBT: Throughput

Figure 6: Result of Simulation Experiment 1: p1 = p2 = 0.02, p3 = p4 = 0.01, p5 = p6 = 0.002,
p7 = p8 = 0.001, B = 200 [packets]

gestion algorithm of TCP, which resulted in a decrease of the assigned buffer size of connection 1

(Figure 5(e)), and led to the throughput degradation of connection 1 in ATBT.

For another experiment using the network model depicted in Figure 3, we set pi’s as follows;

p1 = p2 = 0.02, p3 = p4 = 0.01, p5 = p6 = 0.002, p7 = p8 = 0.001. That is, four kinds of con-

nections were set up at the sender host. We set the buffer size B to 200 [Kbytes], which was

relatively small compared with the total value of the required buffer sizes of the 8 connections.

Results are shown in Figure 6. Connections 7 and 8 started the packet transmission at 750 [sec]

and 875 [sec], respectively. In the EQ mechanism, those connections received the same through-

put as connections 5 and 6 as shown in Figure 6(d), even though connections 7 and 8 had a

lower packet loss rate than connections 5 and 6. In ATBT, throughputs of connections 7 and 8

were slightly higher than connections 5 and 6 (Figure 6(e)), but the buffer assignment had a

large oscillation (Figure 6(b)). On the other hand, Figure 6(c) shows that E-ATBT kept a stable

buffer assignment. It could also provide the highest throughput to connections 7 and 8 without

throughput degradation of other connections (Figure 6(f)).
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Figure 7: Network Environment (1)

5 Implementation Experiments of SSBT

In this section, we present the results obtained from our experimental system. We implemented

EQ, ATBT and SSBT mechanisms on an Intel Pentium PC running FreeBSD, with the two ma-

chines directly connected. In the experiments, we focused on the following four subjects;

1. Fair buffer assignment among different connections

2. Scalability against the number of connections

3. Performance improvement of the Web server

The experimental results concerning these four points are shown in turn in the following subsec-

tions.

5.1 Experiment 1: Fair Buffer Assignment among Different Connections

We next evaluated the E-ATBT mechanism of SSBT. First, we investigated the fairness property

of the three buffer assignment algorithms described in Section 4. In this experiment, we con-

sidered the situation where three TCP connections were established at the sender host through a

622 [Mbps] MAPOS link. Three connections have different packet loss rates; 0.005 for connec-

tion 1, 0.01 for connection 2, and 0.02 for connection 3, as shown in Figure 7. In the experiment,

packets were intentionally dropped at the receiver host. Note that with those packet loss rates,

three connections could achieve throughput values of about 55, 90, and 220 [Mbps], respectively,

when enough of the send socket buffer was assigned to each connection.

Figure 8 compares throughput values of the three connections and total throughput. The

horizontal axis shows the total size of the send socket buffer. In the EQ case (Figure 8(a)), the

three connections could achieve their maximum throughputs when the total buffer size was larger

than 240 [KBytes], while ATBT and E-ATBT needed only about 200 [KBytes] and 170 [KBytes],

respectively. This is due to the same reason as set out in Section 4. Connections 2 and 3 did

not need as much buffer size as connection 1, but the EQ algorithm cannot re-allocate the excess

buffer of connections 2 and 3 to connection 1. Contrarily, ATBT and E-ATBT algorithms worked

well for the buffer assignment.

By comparing the ATBT and E-ATBT algorithms in Figures 8(b) and (c), it is clear that E-

ATBT can provide a much higher throughput for connection 1 and the total throughput. The
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Figure 8: Fairness among Three Connections
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Figure 9: Network Environment (2)

difference is due to the re-assignment policies of the excess buffer to the connections, as de-

scribed in Section 2 and confirmed by the simulation results in Section 4.

We next present the time dependent behavior of the buffer size assigned to each connection

in Figure 10 using the network topology depicted in Figure 9. For routers 1 and 2 in the figure,

we used a PC-based router called ALTQ [23] to realize the RED router. We established connec-

tions 1, 2, and 4 between the server host and client host 1, and connection 3 between the server

host and client host 2. In this experiment, connections 1 and 2 first started packet transmission

at time 0 [sec]. Then, connections 3 and 4 joined the network at times of 5 [sec] and 10 [sec],

respectively. Here, we set the total buffer size to 512 [KBytes]. In ATBT (Figure 10(a)), the as-

signed buffer sizes heavily oscillated because the ATBT algorithm adapted the buffer assignment

according to the window size. Another and more important reason was that when retransmis-

sion timeout expiration occurred at a certain connection, that connection reset the window size

to 1 [packet] according to the TCP retransmission mechanism. Then, the assigned buffer size
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Figure 10: Changes of Assigned Buffer Sizes
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Figure 11: Throughput of the MAPOS Connection vs. the Number of Ethernet Connections

of that connection became very low. Once the assigned buffer got small, the connection could

not inflate its window size for a while because of the throttled buffer size. This was the reason

why the assigned buffer size kept low for a while in the ATBT algorithm. On the other hand, E-

ATBT can provide a stable and fair buffer assignment as shown in Figure 10(b). It brings higher

throughput to each TCP connection as shown in Figure 11 in Subsection 5.2.

5.2 Experiment 2: Scalability against the Number of Connections

We next turn our attention to the scalability of the buffer assignment algorithms against the

number of connections. Figure 12 depicts the experimental setting for this purpose. One TCP

connection was established using the MAPOS link (which is referred to below as the MAPOS

connection). Several numbers of TCP connections were simultaneously established through the

Ethernet link (Ethernet connections). In this experiment, we intended to investigate the effects

of the number of Ethernet connections on the performance of the MAPOS connection.

Figure 11 shows the throughput values of the MAPOS connection dependent on the number

of Ethernet connections. In addition to the results of EQ, ATBT and E-ATBT algorithms, we

also present the results for the situation where the constant size (16 [KBytes] or 64 [KBytes]) of

the send socket buffer is assigned to each TCP connection. Such a constant assignment is the

default mechanism of the current TCP/IP implementation in major operating systems. Results

are plotted in the figure with labels “16KB” and “64KB.” In this figure, we set the total of the send
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Figure 12: Network Environment (3)

socket buffer to 256 [KBytes]. Therefore, if we assign the constant buffer size of 64 [Kbytes] to

each TCP connection, the sender would allow up to four connections at the same time.

From Figure 11 several important observation can be made. First, we can see that the constant

assignment algorithm, which is widely employed in current Operating Systems, has the following

drawback. If a 16 [KBytes] send socket buffer is assigned to each TCP connection, the MAPOS

connection suffers from very low throughput because it is too small for the 622 [Mbps] MAPOS

link. When each connection is given 64 [KBytes] buffer size, on the other hand, the throughput

of the MAPOS connection becomes considerably higher as shown in Figure 11. However, the

number of connections which can be simultaneously established is severely limited. In the EQ

algorithm, when the number of Ethernet connections exceeds four, the throughput of the MAPOS

connection is suddenly decreased to about 11 [Mbps]. This is because the EQ algorithm does

not distinguish the MAPOS connection from the Ethernet connections, and assigns equal sizes

of the send socket buffer to all connections. Therefore, as the number of Ethernet connections is

increased, the assigned buffer size to the MAPOS connection is decreased, leading to throughput

degradation of the MAPOS connection.

When we employ the ATBT and E-ATBT algorithms, the throughput degradation of the MA-

POS connection can be limited even when the number of Ethernet connections is increased.

However, when the number of Ethernet connections exceeds 11, the throughput values of ATBT

and E-ATBT algorithms become distinguishable, as shown in Figure 11. This is again caused by

the instability of the assigned buffer size and by the poor re-assignment algorithm of ATBT, as

explained in the previous subsection. Even in the E-ATBT algorithm, the throughput of the MA-

POS connection is slightly degraded by the larger number of Ethernet connections because the

total required buffer size of Ethernet connections is increased, even though the required buffer

of each Ethernet connection is small. Thus, the buffer assigned to the MAPOS connection is

decreased because the excess buffer becomes small. However, the degree of the throughput

degradation of the MAPOS connection can be limited in the E-ATBT algorithm.
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Figure 13: Document Size vs. Average Performance Gain by the SSBT Scheme

5.3 Experiment 3: Web Server Performance Evaluation

In this experiment, the effectiveness of the SSBT scheme is investigated using a machine running

an Apache Web server [24]. We used the network topology in Figure 9, and ran the SSBT-enabled

Web server at the sender host. At the receiver host, we ran httperf [25] to generate document

transfer requests to the Web server by HTTP. Furthermore, to to make it a realistic scenario for

traffic arriving at the server, we followed Barfort and Crovella [26] in determining the charac-

teristics of the Web access, which included document size distribution, idle time distribution of

the requests, and distribution for the number of embedded documents. We used HTTP/1.1 for

Web access to the server. The send/receive socket buffer size of each TCP connection was set to

64 [KBytes]. We ran each experiment for 30 minutes, which corresponded to the generation of

about 25,000 document transfer requests from each client.

Figure 13 shows the average performance gain of the SSBT scheme as a function of the

document size. Here, the average performance gain for the documents with size i [Bytes] was

determined as follows. Letting the number of document requests during the experiments be

MSSBT,i and Morig,i for cases with and without the SSBT scheme, respectively. Similarly, the

observed transfer time of the jth document with size i was denoted as TSSBT,i,j and Torig,i,j ,
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respectively. Then, the average performance gain Gi for documents with size i was defined as;

Gi [%] = 100 ×



∑Morig,i

j=1
i

Torig,i,j

Morig,i


/ 


∑MSSBT,i

j=1
i

TSSBT,i,j

MSSBT,i




Note that since we generated the requests according to the probability functions for the document

sizes, idle time, and the number of embedded documents, Morig,i and MSSBT,i may be different

in the experiments with or without SSBT. If G(i) was over 100 [%], it meant that our SSBT

outperformed the original mechanism.

The cases of 10, 100, 300, and 600 clients are shown in Figures 13(a)–13(d), respectively. It

appears that SSBT sometimes degraded the performance of the WWW server, especially when

the document size was small. This is caused by TCP’s retransmission timeouts, which were

explainable as follows. When a requested document size was small, the window size of the TCP

connection carrying the document did not become so large. Therefore, if packet loss occurred,

the TCP connection tended to wait retransmission timeout since the window size was too small

to invoke a fast retransmit algorithm. It resulted in the timeout duration occupying the largest

part of the document transfer. That is, the transfer time of the small document was dominated by

whether the timeout occurred or not, not by whether the SSBT algorithm was used or not.

On the other hand, when the document size was large, the effectiveness of the SSBT became

apparent as was expected. Especially when the number of clients increased, it greatly reduced

the document transfer times (see Figure 13(d)). It meant that the SSBT algorithm shared the Web

server resource in an effective and fair manner, compared with the original mechanism. That is,

when the business/academic users deal with larger documents on their internal servers, and the

proposed scheme is applied to those servers, the effectiveness of the proposed mechanism can be

observed more clearly.

6 Conclusion

In this paper, we have proposed SSBT (Scalable Socket Buffer Tuning), a novel architecture for

effectively and fairly utilizing the send socket buffer of a busy Internet server. SSBT consists of

two algorithms, the SMR and E-ATBT schemes. The SMR scheme can reduce the number of

memory-copy operations when the data packet is sent by TCP, and improve the overall perfor-

mance of the server host. The E-ATBT algorithm assigns send socket buffers to the connections

according to the estimated throughput of those connections. We have confirmed the effective-

ness of the SSBT algorithm through both simulation and implementation experiments, and have

shown that SSBT can improve the overall performance of a server, as well as providing a fair

assignment of the send socket buffer to the heterogeneous TCP connections. Although the simu-
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lation and implementation experiments in this paper assumes the Web server, we believe that the

proposed scheme can apply to other Internet servers like Web proxy servers, P2P/Grid network,

and so on. Especially when the transmitted data size is quite large, such as in Data Grid network,

the effectiveness of the proposed scheme becomes more obvious.

In Subsection 5.3, we have only shown the effectiveness of the SMR scheme under the re-

alistic traffic scenario based on the statistical model proposed in [26]. We are now conducting

the experiment to investigate the effectiveness of the E-ATBT algorithm using the same traffic

model. The experiment in the real Internet environment is also one of the future work. Further-

more, in order to improve the server performance, we will have to consider the management of

other server resources, such as a CPU utilization.
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