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あらまし これまでの設備コスト最小化を目標とするWDM ネットワーク設計手法では，将来ネットワークに要求され
るトラヒックが既知であると仮定した上でネットワーク設計を行っている．しかし実際には，将来のトラヒックデマンド
を正確に予測することは難しい．そのため，本稿では，将来のトラヒックデマンドが未知である状況で，将来収容可能
なトラヒック量の最大化を目的としたWDM ネットワーク設計手法を提案する．提案手法は，現在のトラヒックデマン
ドをもとに将来のトラヒックデマンドを推定し，推定したトラヒックデマンドに基づいてネットワーク設備であるOXC
およびファイバの配置場所を決定する．シミュレーションにより，ネットワーク設備コストおよび設定されなかった光
パスの割合に関して，提案手法により設計したネットワークと従来手法により設計したネットワークの比較を行う．そ
の結果，従来手法と提案手法により同じコストのネットワークを設計した際，提案手法は従来手法よりも多くの光パス
を設定可能であることがわかった．
キーワード WDM (Wavelength Division Multiplexing)， トラヒック変動に対する耐性を備えたWDMネットワーク， ト
ラヒック変動， ADD アルゴリズム， OXC配置
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Abstract Many researches have been investigated on planning or designing WDM networks assuming that the future traffic de-
mand is known beforehand. Practically, it is difficult to predict the future traffic demand accurately since there are various types
of data traffic with different traffic characteristics. In this paper, we propose a scheme to design a WDM network that will accom-
modate as much traffic as possible against a variety of traffic patterns, that is, robust WDM network. The straightforward way to
meet this objective is to design a network to maximize the volume of traffic accommodated in the future. To achieve this simply,
we divide the WDM network design problem into two subproblems, theOXC–deployment problemand thefiber–deployment
problem. In both problems, we propose schemes to maximize the volume of traffic demand that can be accommodated in the
future by taking into account the maximum flow value of each node–pair. We handle those problems by incrementally extending
network resources based on the ADD algorithm. By deploying network resources until they reach a condition that a robust WDM
network needs to fulfill, we can design a robust WDM network. We compare our proposed scheme with the existing method
using various traffic matrices. The results show that the WDM network designed by our method can accommodate more traffic
demand than the one, designed by the existing method with the same cost.
Key words WDM (Wavelength Division Multiplexing), Robust WDM Network, Traffic Changes, ADD Algorithm, OXC
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1. Introduction

Wavelength division multiplexing (WDM) technology that multi-
ple wavelengths carry different optical signals on a single optical fiber
is expected to provide an infrastructure for the next generation In-
ternet. When a traffic demand occurs between a source–destination
pair in a WDM network, a lightpath, where signals are handled opti-
cally at intermediate nodes, is configured to transport the traffic. At
each intermediate node, an optical cross–connect (OXC) switches the
wavelengths of each input port to appropriate output ports.

Various design methods for WDM networks have been proposed
to accommodate traffic demand [1]. We might use these methods to
solve the routing andwavelength assignment for lightpaths over a
physical network, which means the actual network where the OXCs
and the fibers are connected to each other. Planning or multi-period
planning to minimize the cost of the actual network has also been
studied [2-6]. In designing a WDM network over multiple periods of
time, we can expect that it is more cost–effective to deploy as few op-
tical components as possible during each installation since progress
in technology will reduce the overall cost of WDM network resources
with the passage of time.

However, in those studies, they design the WDM networks based
on an explicit knowledge of future traffic demand and assume that
traffic demand between each source–destination pair would multiply
in volume by some predetermined amount during each period. While
we may be able to estimate total traffic demand in the near future
(e.g., Internet traffic doubles each year [7]), in practice, it is diffi-
cult to predict traffic patterns, because there are various types of data
traffic such as video streams and voice traffic with different traffic
characteristics. More significantly, the advent of popular World Wide
Web servers or data centers has drastically affected traffic demand.

In this paper, we propose a scheme for designing robust WDM net-
works without a prior knowledge of traffic patterns. Our objective is
to design a WDM network that will accommodate a variety of traf-
fic patterns, that is, to design a network that is robust against traffic
changes. One straightforward way to meet this objective is to de-
sign a network that accommodates as much future traffic as possible.
To achieve this, we divide a design problem into two subproblems;
anOXC–deployment problemand afiber–deployent problem, and we
treat these subproblems repeatedly in a single period. More specifi-
cally, we incrementally extend the size of OXCs and lease a number
of dark fibers until the designed network has the ability to accom-
modate a variety of traffic patterns. We handle the incremental op-
erations based on the ADD algorithm (ADDA) in which we modify
the traditional ADD algorithm in Ref. [8]. By allocating the OXCs
and the fibers in these subproblems appropriately, we design a robust
WDM network. Also, the network has a cost-effective feature.

The OXC–deployment problem involves determining that how
large OXCs are necessary to design a robust WDM network. To
achieve this cost–effectively, we upgrade appropriate OXCs based on
the ADDA. In this subproblem, we first identify the node with bot-
tleneck, which is determined by obtaining themaximum flow value
of each node–pair. The maximum flow value of a source–destination
pair means an upper bound for the total amount of available band-
width in the pair. We then add the given number of input/output ports
to OXCs on that node. The network in which the bottleneck is allevi-
ated accommodates larger volume of future traffic flow than networks
in which other OXCs are extended.

We also try to design a robust WDM network based on the max-
imum flow value in the fiber–deployment problem. We determine
where to set up lightpaths and where to lease optical fibers. There
are various routing algorithms that can accomplish maximum flow
value problem. For instance, we may be able to accommodate as
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much traffic demand as possible without a priori knowledge of fu-
ture traffic demand by utilizing MIRA (Minimum Interference Rout-
ing Algorithm) [9] and MOCA (Maximum Open Capacity Routing
Algorithm) [10]. However, these two algorithms need physical topol-
ogy as an input parameter and we cannot directly utilize them in our
fiber–deployment problem, because the physical topology is not in-
put information but output information in our problem. Thus, we
propose a routing and fiber/wavelength assignment algorithm that we
call EMIRA (Enhanced Minimum Interference Routing Algorithm).
EMIRA determines where to deploy optical fibers as well as assign-
ing the routes, fibers andwavelengths of lightpaths. The algorithm
first creates a layered–graph based on the nodal equipments, dark
fibers, both of which are already installed. It then calculates the short-
est path for each traffic demand based on the layered–graph and a
given cost function. It finally outputs a physical topology.

This paper is organized as follows. In Section 2, we describe our
WDM network model and refer to the planning of robust WDM net-
works. In Section 3, we explain our scheme to design robust WDM
networks. In Section 4, we show the numerical results obtained
through simulations and evaluate the proposed scheme. In Section 5,
we present our conclusions and directions for a future work.

2. Planning and Designing a Robust WDM Net-
work

2. 1 Modeling a WDM Network
Our WDM network model consists of both physical and logical

topologies. The WDM physical topology is the actual network which
consists of WDM nodes, WDM transmission links, and electronic
routers. Each WDM node equips with MUXs/DEMUXs (multiplex-
ers and demultiplexers) and OXCs as depicted in Fig. 1. The in-
coming multiplexed signals are divided into eachwavelength at a
DEMUX. Then, eachwavelength is routed to an OXC. The OXC
switches the incomingwavelength to the corresponding output port.
Finally, wavelengths routed to a MUX are multiplexed and transmit-
ted to the next node. An OXC also switcheswavelength from/to elec-
tronic routers to provide add/drop functions. Wavelength conversion
is not allowed at WDM nodes. As described in Fig. 1, the number of
optical fibers between two WDM nodes may not be identical.

We intend our network design method for WDM lightpath net-
works, where each traffic demand is accommodated on the lightpath.
A lightpath is composed of a sequence of WDM channels, connecting
the source electronic router to the destination one. After we design
the WDM physical topology with the scheme we propose, we set up
lightpaths for traffic demand in node–pairs. We call a set of lightpaths
the logical topology.
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2. 2 Planning a WDM Network
As we mentioned, we will design a WDM networks robust against

traffic changes. Our design scheme can be utilized by network de-
signers (e.g. service providers) who deploy WDM nodes by them-
selves and lease dark fibers from carriers. Since the network design-
ers are likely to decrease planning cost (i.e., equipment cost), we use
minimum size (in terms of the number of ports) of OXCs at WDM
nodes and a minimum number of optical fibers at links to design a
robust WDM network. The dark fibers are connected to available
DEMUXs/MUXs as long as there are available ports at the OXC. On
the other hand, we obtain OXCs with the discrete number of ports
(e.g.,4 × 4, 8 × 8 and16 × 16 OXCs). We assume that the number
of multiplexedwavelengths is identical among all optical fibers.

We introduce the following restrictions on how to deploy OXCs to
simplify maintenance for the network operator.

• We deploy only one non-blocking OXC for eachwavelength
on each WDM node during a single design period. For instance, when
we require OXC with 8 ports to establish 8 lightpaths for eachwave-
length, we deploy an8 × 8 OXC instead of two4 × 4 OXCs. As
a result, we can decrease the number of OXCs which the operators
maintain.

• We keep identical the number of OXC ports for eachwave-
length on a WDM node. When we require additional ports to an
OXC switching a certainwavelength, we add OXCs for the other
wavelengths on the node by the same number of ports.

2. 3 Modeling Traffic Changes
Conventional design methods for WDM networks assume that traf-

fic demand is predictable. However, in practice, because it is very
difficult to precisely predict what this will be in the future we should
design a network that can accommodate this expected demand with-
out getting involved with precise predictions. One promising way to
design such a network is to deploy redundant resources to all links
and nodes, e.g., introduce excess resourcesX% rather than the re-
quired quantity. However, this approach tends to result in high–cost
networks since overall traffic demand seldom exceeds the predicted
demand.

Instead of preparing redundant resources, we try to design a net-
work accommodating several predicted traffic patterns that follow a
certain distribution (e.g., normal distribution or exponential distribu-
tion). A real problem is that we have no ways of knowing which
distribution the traffic will follow.

In this paper, we assume that the discrepancy between the volume
of traffic actually occurring and the predicted volume will follow a
normal distribution. We design a robust network based on this as-
sumption by ensuring that the designed network will accommodate
the traffic change that follows this distribution. Here, we define the
traffic change as the error between predicted traffic volume and the
volume of the traffic actually occurring. Note that, in this paper, “traf-
fic change” does not refer to the change of traffic demand in a short
time; for example, the difference between the volume of traffic in
day-time and the volume of traffic at night.

Our scheme generates a set of traffic demand each of that follows
a normal distribution based on a predicted traffic and utilizes it as an
input parameter of the WDM network design problem. Each traffic
demand is expressed as a traffic matrix. A traffic matrix consists of
the volume of traffic demand each node–pair requests (T = {tij}).
Given µij , the average volume of traffic that node–pair (i, j) in
a predicted traffic matrix requests, andσij , the standard deviation
which determines how much the traffic changes, our method gener-
ates (K −1) traffic matrices (T k = {tk

ij}, k = 1, 2, . . . , K −1). tk
ij

is a random variable following a normal distributionN(µij , (σij)
2).

T 0 = {µij} andΣ = {σij} are input parameters of the network
design problem.T 0 expresses the predicted traffic demand.Σ is a
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Figure 2 Outline of WDM network design

matrix consisting ofσij .
Our method defines the condition robust WDM networks need to

fulfill to individually accommodate all theK traffic matrices which
consists of (K − 1) generated traffic matrices and the predicted traf-
fic matrix. This condition is calledRTC (Robustness against Traffic
Changes). Networks withRTC can accommodate traffic matrices
changing within the range specified byΣ andK. Even if the traf-
fic change does not follow a normal distribution, we believe that our
method can accommodate the traffic demand as long as the prediction
of the future traffic is accurate to some extent.

3. WDM Networks robust against Traffic Changes

The objective of our design method is to design WDM networks
that are robust againsttraffic changes. In this section, We will first
describe outline of our scheme based on ADD algorithm. We then
describe each subproblem shown in the outline.

3. 1 Outline of Proposed Design Method
In our design method, we deploy optical components (i.e., OXCs

and fibers) until the designed network fulfills theRTC requirement.
The design method consists of the following two subproblems. We
handle them repeatedly by using ADD algorithm (Fig. 2).

(1) OXC–deployment problem: Given the expected traffic demand
and a WDM physical topology, we determine how large OXCs
are newly necessary to design a robust network. To achieve
this cost-effectively, we extend appropriate OXCs based on an
ADD algorithm (ADDA) by extending the traditional ADD al-
gorithm [8] The point of our idea is to add the given number
of ports of the new OXCs to the WDM nodes such that the de-
signed network could accommodate as much uncertain traffic as
possible.

(2) Fiber–deployment problem: Given the expected traffic demand
and the WDM physical topology including the new OXCs in the
OXC–deployment problem, we determine where and how many
fibers to lease. To achieve this, we propose EMIRA algorithm.
Its objective is to deploy optical fibers to maximize the volume
of accommodated traffic.

The traditional ADD algorithm was proposed to resolve the ware-
house deployment problem [8]. In the traditional algorithm, the it-
eration of adding a warehouse is continued until the addition offers
cost savings less than a given value. In our ADD algorithm, we find
two main different points from the traditional one. The first is the
condition to end the iteration. We stop iteration when we achieve
robust feature which is indicated byRTC in our ADD algorithm.
The other is a pointer to add resources during the iteration. We select
the node to be upgraded on the basis that the maximum flow value
of the bottleneck node–pair is increased to the highest possible level.
The bottleneck node–pair is defined as the one whose ratio of the
maximum flow value to the volume of traffic demand is lowest (See
Section 3. 2).
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Our solution approach to the network design problem is as follows.
INPUT

G(x−1) : WDM physical topology designed during the previous
period (the (x − 1)th period).

α(x) : Expected traffic growth rate from the previous design period.

T̄
(x−1)

: A matrix each element of which represents the average
volume of traffic demand in the previous period,t̄

(x−1)
ij .

M (x) : A matrix each element of which represents expected vol-
ume of traffic demand,µ(x)

ij .

Σ(x) : A matrix each element of which represents a standard de-
viation, σ(x)

ij . It determines how the traffic demands between
nodesi andj changes during periodx. A different standard
deviation for every node–pair can be inputted.

K : Number of traffic matrices used to design a robust WDM net-
work.

p : Number of OXC ports initially placed on each node.
δ : Number of increased ports when an OXC is upgraded.
OUTPUT
WDM physical topology that fulfills theRTC requirement during
this period.
DESIGN METHOD

Step (1): CalculateK traffic matrices as follows.

Step (1-a): Generate a traffic matrix,T0 = {µ(x)
ij },

based on a predicted traffic demand,
whereµ

(x)
ij = α(x) × t̄

(x−1)
ij .

Step (1-b): Based onT0, generateK−1 traffic ma-
trices (T1, . . . , TK−1). Each element
tk
ij (1 <= k <= K − 1) follows a nor-

mal distributionN(µ
(x)
ij , (σ

(x)
ij )2).

Step (2): Install ap × p OXC for eachwavelength on nodes. We
call the installed OXC as an upgradable OXC. They are
added to a topology designed in (x−1)th periodGx−1.

Step (3): Apply ADDA. Namely, repeat following steps until
RTC is satisfied.

Step (3-a): Increase the number of ports of upgrad-
able OXCs byδ at a nodek that satisfies
Eq. (1). In Section 3. 2, we describe it in
more detail.

Step (3-b): Lease fibers. InputK traffic patterns
from T0 throughTK−1 and try to ac-
commodate traffic demand of them that
are still not accommodated in the previ-
ous iteration using EMIRA [11] . Setbi

to the number of lightpaths that cannot
be accommodated when the traffic pat-
tern isTi.

Step (3-c): If the total number of blocked lightpaths

(
K−1∑

i=0

bi) is greater than0, go back to

Step (3-a) and try to upgrade OXCs.
Otherwise finish the designing the net-
work.

Using Step (1), we roughly predictK traffic patternsT 0, . . . , T K−1

assuming that the traffic increases at a regular rate [7]. In Step (2), we
install ap× p non–blocking OXC for eachwavelength on nodes. On
the node that are short of ports, increase the number of ports using the

following steps. In Step (3), we apply our ADD algorithm. A WDM
network can be designed by repeating Steps (3-a) through (3-c) until
all theK traffic patterns are individually accommodated. In Step (3-
a), all the OXCs on the same node are simultaneously upgraded so
that the number of ports of them are kept same as that of the OXC.
We regard the designed WDM network that accommodates all the
traffic patterns generated in Step (1) as a robust one.

3. 2 A Scheme for the OXC–Deployment Problem
The objective of the OXC–deployment problem is to determine

that how large OXCs are necessary to design a robust WDM net-
work. We increase the number of ports at WDM nodes so that the
volume of traffic to be accommodated in the future can be maxi-
mized. To achieve this, we focus on the maximum flow value of
each source–destination node–pair. The maximum flow value of a
source–destination pair means an upper bound for the total amount
of available bandwidth (the number of lightpaths in our case) that
the node–pair will be able to accommodate by utilizing the remain-
ing resources. LetMij denote the maximum flow value of node–
pair (i, j). Traffic demand to a node–pair, the maximum flow value
of which is limited, tends to be blocked because of the lack of the
resources. On the other hand, if the volume of the traffic demand is
much smaller than the maximum flow value, the demand tends to be
accepted. Therefore, we try to increase the maximum flow value of a
node–pair in which the ratio of maximum flow value to the expected
volume of traffic demand is the lowest. This is achieved by expanding
nodek that satisfies the following equation.

max
k

min
i,j

(
Mij

µx
ij

). (1)

For eachwavelength at nodek, we increase the number of OXC
ports of upgradable OXCs byδ. The OXC extension prevents block-
ing in setting up a lightpath.

3. 3 A Routing Algorithm for the Fiber–Deployment Problem
We also try to design a robust WDM network based on the

maximum flow value in the fiber–deployment problem. We use
EMIRA (Enhanced Minimum Interference Routing Algorithm) [11]
to achieve it. Because of the space limitation, we do not explain the
detail of the fiber–deployment problem (See [11] for more informa-
tion). We modified the cost function in EMIRA to improve the per-
formance. The modified EMIRA will be reported in the forthcoming
paper.

4. Numerical Evaluation and Discussions

4. 1 Simulation Models
We use a 15–node network model that is shown in Fig. 3. There

initially exists no fiber on each link. When we need fibers, we lease
dark–fibers on a link. The traffic demand occurs at each node–pair
uniformly. We assume that the traffic demand is normalized into the
wavelength capacity; that is, traffic demand is equivalent to the num-
ber of lightpaths that have been requested to be set up. The number
of wavelengths multiplexed on a fiber,W , is set to 4. In our proposed
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Figure 5 Ratio of blocked lightpaths (trafficµ = 2, σ = 0)
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algorithm, the number of OXC ports is initially set to 8 (p = 8), and
increases by 2 ports (δ = 2). We compare the network designed by
our scheme with the one designed for minimizing the OXC cost. As
such a network, we use the one designed by the heuristic optimization
method [12]. The heuristic optimization method belongs to the class
of “deterministic heuristics”. In this class of methods, an initial topol-
ogy which accommodates the traffic demand is designed by adopting
a set of heuristic criteria (e.g., MIN-HOP (Minimum Hop routing),
LLR (Leased Loaded Routing)). Then, the network is globally opti-
mized by trying to reroute the traffic demand. The heuristic optimiza-
tion method has shown to be a superior algorithm which obtains sub-
optimal results with less computational effort than the ILP (Integer
Linear Programming). We use MIN-HOP in the heuristic optimiza-
tion method. We call those two networks as follows.

PTADD : Network designed by our proposed scheme for robust-
ness against the traffic changes.

PThom : Network designed by Heuristic Optimization Method
(HOM) for minimizing the OXC cost.

When the traffic demand actually occurs, we must determine on
which route to accommodate it. Since the actual traffic demand oc-
curs dynamically, the route assumed to accommodate the traffic de-
mand in design step can be different from the route which actually
accommodate it. As a routing algorithm, We use MIRA [9] for both
PTADD andPThom because MIRA can accommodate as much un-
predicted traffic as possible.

4. 2 Evaluation Results
We first evaluate the performance ofPTADD andPThom when the

predicted traffic demand actually occurs. We express the predicted
traffic as a traffic matrix,T 0 = {µij}. µij is the traffic volume
requested by node–pair (i, j). Figure 4 shows the total OXC cost re-
quired when each method designs a network. We calculate the cost
of v × v OXC asv

2
log2 v, assuming that the OXCs are implemented

as a multistage interconnection network [5]. The OXC cost value in

the graph represents the relative value to the cost of an8×8 OXC. In
PThom, OXC cost is calculated only based on the number of ports ac-
tually used. The horizontal axis is the number of traffic matrices that
are used by each design method. The OXC cost value atk-th index
of the horizontal axis shows the cost each method needs to design the
network which accommodatek traffic matrices (fromT 0 to T k−1).
tk
ij , each element ofT k, is a random variable that follows a normal

distribution,N(µij , (σ)2). In Fig. 4, we useµ = 2 and σ = 0,
that is, a traffic matrix where each node–pair uniformly requires two
lightpaths repeatedly for the design. The cost ofPTADD is 421, while
that ofPThom is 245. In Fig. 4, the OXC cost ofPTADD increases
in spite that the identical traffic matrix is repeatedly inputted. This
is because in our proposed method, EMIRA may determine the route
for each traffic demand different from the route the previous traffic
matrix is inputted according to the amount of remaining resources.

We next evaluate how much traffic demand is blocked inPTADD

andPThom when predicted demand occurs. When the route infor-
mation of all lightpaths for predicted traffic at the design phase is
hold, we can actually assign all the lightpaths in the network de-
signed from both our proposed method and the heuristic optimization
method. However, the point of this paper is to consider that the re-
quested demand may be different from the demand we predicted. We
thus assign lightpaths according to the MIRA policy which maximize
the volume of traffic accommodate in the future.

Figure 5 shows the ratio of blocked lightpaths when the predicted
traffic occurs inPTADD andPThom. The horizontal axis shows the
index of traffic matrix that actually occurs. Note thatσ equals to 0,
all the traffic matrices actually occurring are identical. But in the net-
work design for each traffic matrix, the order of the node–pair that is
assigned to lightpaths is randomly determined.K is the number of
traffic matrices used to design the network. InPThom, the ratio of
blocked lightpaths are between0.16 and0.19 although the predicted
traffic actually occurs. This is because routes of lightpaths selected
in designing thePThom are different from those routes that are de-
termined for accommodating the actual traffic demand. InPTADD
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with K = 1, the ratio of blocked lightpaths are between0.02 and
0.06. All the requests are accommodated whenK is 5 and 10. This
is because our proposed method selects the routes taking into account
the routes on which the actual traffic demand is accommodated in the
design step.

We next show the evaluation results when the actual traffic demand
is not just same as predicted one (i.e.,σ is not equal to 0) but it follows
a predicted distribution. Here, the predicted distribution means thatµ

andσ of traffic demand actually occurring are same asµ andσ of traf-
fic demand used to design a network. The original heuristic optimiza-
tion method does not consider the case where traffic demand actually
occurring changes. We modify the original heuristic optimization
method to accommodate the traffic changes. WhenK different traf-
fic matrices are inputted, the modified heuristic optimization method
first generates a traffic matrix,T max. T max is a traffic matrix each
element of which,tmax

ij , equals to the maximum traffic volume of
node–pair (i, j) amongK traffic matrices (tmax

ij = maxk(tk
ij), (k =

0, 1, 2, . . . , K − 1)). The modified heuristic optimization method,
then, designs a network that accommodatesTmax with minimum
OXC cost. We call the network designed by the modified heuristic
optimization method asPTmodified−hom. Figure 6 shows the OXC
cost ofPTADD andPTmodified−hom when we useµ = 2 andσ = 1.
Note that the cost ofPTmodified−hom exceeds that ofPTADD. We
can say that it is redundant trying to accommodate the maximum traf-
fic volume of predicted traffic matrices,T max.

The cost ofPTmodified−hom does not keep increasing although
T max keeps growing as the number of inputted traffic matrices in-
creases. This is because an estimation–error between the optimal
OXC cost and the sub–optimal OXC cost obtained by the modified
heuristic optimization method can change as the inputted traffic ma-
trices changes.

To evaluate how cost–effectively our method uses the network
equipment, we comparePTADD with PTmodified−hom, both of
which are designed with almost the same OXC cost. For this pur-
pose, we selectedPTADD designed withK = 10, µ = 2, andσ = 1

andPTmodified−hom designed withK = 5, µ = 2, andσ = 1. The
former costs 425 and the latter does 453. Figure 7 shows the ratio of
blocked lightpaths inPTADD and inPTmodified−hom when the ac-
tual traffic followsN(2, 12) normal distribution. In each occurrence
of traffic demand,PTADD shows lower ratio thanPTmodified−hom.

We finally compare our design method with over–provisioning ap-
proach. Over–provisioning is a simple way to design a network which
can accommodate more traffic demand than the predicted traffic de-
mand. Now we assume the situation we predict occurrence of traffic
demand that followsN(2, 12). In this situation, our method designs a
network with traffic matrices which followN(2, 12) while the heuris-
tic optimization method for over–provisioning designs a network that
can accommodate more traffic volume than2 in each node–pair. Fig-
ure 8 show the ratio of blocked lightpaths ofPTADD with K = 10,
µ = 2 andσ = 1 andPTHOM with K = 1, µ = 3 andσ = 0, the
former costs 425 and the latter does 440. We assume the traffic de-
mand actually occurring to be followN(2, 12) in Fig. 8. Except for
the traffic demand with index 6,PTADD shows lower ratio of blocked
lightpaths thanPTHOM. Under the situation where traffic changes
are large (σ = 2), the diffenrece betweenPTADD andPTHOM gets
larger in Fig. 9. Our method uses the network equipment more effi-
ciently than over–provisioning approach.

5. Conclusion

In this paper, we have proposed a novel design method of WDM
network that is robust against traffic changes. Throughout the sim-
ulation, we have shown that the network designed by our proposed
method can accommodate the predicted traffic demand dynamically

occurring while the one designed by the existing method does not al-
though our method costs twice as much as the existing one. Under
the situation where traffic demand changes following our predicted
distribution, we evaluated how cost–effectively we use the network
equipment. Using the same OXC cost, the network which our pro-
posed method designs shows lower ratio of blocked lightpaths than
the one obtained by the over–provisioning approach. We conclude
that our proposed method designs a robust WDM network in the cost–
effective way.

Several topics are still left for future work. One of them is to ap-
ply our proposed method to the multi–period network design. In the
multi–period network design, It is important to determine how long
the design period is (e.g., short term planning or long term planning)
since the overall network cost is affected by reduction of WDM net-
work components by the evolution of optical technology.
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