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Abstract

By deploying wireless sensor nodes and composing a
sensor network, one can remotely obtain information about
the behavior, conditions, and positions of entities in a re-
gion. Since sensor nodes operate on batteries, energy-
efficient mechanisms for gathering sensor data are indis-
pensable to prolong the lifetime of a sensor network as
long as possible. A sensor node consumes energy: ob-
serving its surroundings, transmitting data, and receiving
data. Cluster-based data gathering mechanisms have been
proposed based on a model where energy consumption in
data transmission is proportional to the square of the ra-
dius of the radio signal. In clustering sensor nodes, we
need to consider that a cluster-head consumes more energy
than the others when receiving data from cluster members,
fusing data to reduce the size, and sending the aggregated
data to a base station. In this paper, we proposed a novel
clustering mechanism where clusters are organized in a dis-
tributed and energy-efficient way through local communica-
tion among neighboring sensor nodes. Through simulation
experiments, we showed that our mechanism can gather
data from more than 80% of the sensor nodes longer than
LEACH by over 25%.

1 Introduction

With recent advancements and developments in Micro
Electro Mechanical System (MEMS) technologies, low-
cost and low-power consumption wireless micro sensor
nodes have become available. A sensor node has one or
more sensors, a general purpose processor with limited
computing power and memory, a radio transceiver, that op-
erates on batteries. By deploying sensor nodes and com-
posing a sensor network, one can remotely obtain informa-
tion about behavior, conditions, and the position of entities
in the region [1]. A sensor network consists of hundreds or
thousands of wireless sensor nodes distributed in a region in
uncontrolled and unorganized ways. Sensor data obtained
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Figure 1. Cluster-based data gathering in sen-
sor networks

at sensor nodes are sent to a base station through wireless
communications (Fig. 1). A base station summarizes col-
lected data and presents them to a user or sends them to a
remote host. Since sensor nodes derive power from dispos-
able batteries, an energy-efficient data gathering mechanism
is indispensable to observe the region as long as possible.

A sensor node consumes its energy in monitoring its en-
vironment and receiving and sending radio signals. The
amount of energy consumed in a radio transmission is pro-
portional to the square of the range of the radio signal prop-
agation [2]. Since the distance from sensor node to sensor
node is shorter than from sensor node to the base station,
it is energy-inefficient for all sensor nodes to send their
data directly to a distant base station. Therefore, cluster-
based data gathering mechanisms effectively save energy
[2-6]. In cluster-based mechanisms, groups of neighbor-
ing sensor nodes form clusters. In each cluster, one rep-
resentative node called a cluster-head gathers sensor data
from its members and sends the collected data to a base
station. In LEACH [2], which is well-known and widely re-
ferred to, a pre-determined percentage of sensor nodes be-
come cluster-heads which advertise their candidacy to the
rest of the sensor nodes. Hearing advertisements, each sen-
sor node chooses the closest cluster-head and registers itself



as a cluster member. Eventually clusters are formed. Clus-
ter members send their sensor data to a cluster-head which
combines all n-bit data into single n-bit data and sends them
to a base station. Since a cluster-head expends more energy
than its members in advertising and receiving, fusing, and
emitting data to a base station, LEACH rotates the role of
cluster-head among sensor nodes. As a result, energy con-
sumption is equalized among sensor nodes, extending the
life of the sensor network.

LEACH’s clustering algorithm assumes that sensor
nodes are homogeneous and equal. In reality, however,
their battery capacities are different, and the amount of en-
ergy consumed in gathering data also differs among cluster-
heads, depending on the number of cluster members and
their positions in the region. Energy consumption also dif-
fers among cluster members due to the distance to a cluster-
head. Some sensor nodes might also be deployed later for
denser observations. Consequently, residual energy is dif-
ferent among sensor nodes. In addition, the optimum per-
centage of cluster-heads has to be determined in advance,
considering the topology of a sensor network. Therefore,
LEACH cannot adapt to such changes in sensor networks
as the addition, removal, and transfer of sensor nodes, al-
though the percentage of cluster-heads considerably affects
the efficiency of data gathering. Finally, for organized clus-
ters to cover an entire sensor network, each cluster-head
must broadcast its own advertisement to all the other nodes,
another inefficient use of energy. To tackle the problem,
in [5], they proposed two variations of LEACH. LEACH-C
(LEACH-centralized) is a centralized protocol, which takes
into account the residual energy in choosing sensor nodes
for cluster-heads. The other is a distributed but less efficient
implementation of LEACH-C.

In sensor networks consisting of hundreds or thousands
of sensor nodes, it is impractical to employ a centralized
mechanism to organize clusters. Such a mechanism is
useful where sensor nodes autonomously form appropriate
clusters through local communications. In biology, ants and
other social insects construct clusters, i.e., colonies, parties,
and cemeteries in self-organizing ways [7, 8]. Taking in-
spiration from such biological systems, much research has
been done in the fields of data clustering and graph par-
titioning [9-11]. [9] proposed an algorithm, ANTCLUST,
based on an ant model of colonial closure, to solve cluster-
ing problems. Ants recognize each other by exchanging a
chemical substance. If they are similar, the ant is welcomed
and treated as a member of the same nest. In ANTCLUST,
two randomly chosen objects meet. Based on their simi-
larity, a cluster is created, merged, or deleted. By repeating
meetings, an appropriate set of clusters is eventually formed
so that similar objects are accommodated in the same clus-
ter.

In this paper, based on ANTCLUST, we propose a novel

clustering method that organizes energy-efficient clusters
through local interactions among neighboring sensor nodes.
In our method, sensor nodes with more residual energy
independently become cluster-heads. Sensor nodes meet
through local radio communications where information
about clusters is advertised. Each sensor node with less
residual energy chooses a cluster based on the residual en-
ergy of the cluster-head, distance to the cluster-head, and
an estimation of cluster size. Energy-efficient clusters are
eventually formed that extend the life of the sensor network.

The paper consists of the following sections. Section 2
explains the hypotheses of sensor networks considered in
this paper. Section 3 introduces ANTCLUST, a clustering
algorithm on which our method is based. In Section 4, we
propose a new clustering method for energy-efficient data
gathering in sensor networks. Results of simulation exper-
iments are given in Section 5. Finally, Section 6 concludes
the paper and describes future research.

2 Sensor Network

In this paper, we propose a method for cluster-based data
gathering mechanisms in sensor networks. We consider an
application where sensor data are gathered from all sensor
nodes to a base station at regular intervals and/or on de-
mand. Sensor nodes operate on energy-limited, irreplace-
able batteries. The capacity of batteries can differ among
sensor nodes. Sensor nodes have a wireless transmitter and
receiver. The range of radio signals can be adjusted. In ad-
dition, we assume that sensor nodes can aggregate or fuse
multiple data into single-sized data [12]. To avoid instal-
lation cost and the need for careful planning, sensor nodes
are deployed in the region to monitor freely. Sensor nodes
stop due to a loss of battery power, move from one place
to another, and are deployed later. Sensor nodes can de-
termine their absolute or relative geometrical positions by
using Global Positioning System (GPS) or a position detec-
tion system [13-15]. However, the number of applications
where these assumptions hold is limited. In our next work,
we consider to adopt our method to sensor networks where
some of these assumptions are not valid.

We use the same energy consumption model as [3]
in whose model a sensor node consumes Eelec (nJ/bit)
in transmitter or receiver circuitry and εamp (pJ/bit/m2)
in transmitter amplifier. A sensor node expends energy
ETx

(k, d) or ERx
(k) in transmitting or receiving a k-bit

message to or from distance d, given by the following equa-
tions:

ETx
(k, d) = Eelec × k + εamp × k × d2 (1)

ERx
(k) = Eelec × k. (2)

A sensor node also consumes Efuse (nJ/bit/message) in ag-
gregating multiple sensor data into one.



3 ANTCLUST

Ants synthesize a chemical substance called colony odor
which differs by individuals, species, and environment; they
spread it on their cuticles [16, 17]. When two ants meet,
they recognize whether they belong to the same nest by ex-
changing and comparing these chemical substances, which
is updated at each meeting. After spending some time in
the nest and repeatedly meeting other ants, a young ant can
prepare an appropriate chemical substance to recognize its
mates.

ANTCLUST is a clustering algorithm which applies a
colonial closure model and regards an object as an ant and
a cluster as a nest [9]. A similarity Sim(i, j) = [0, 1] is
defined between a pair of objects i and j. Each object i
has a cluster identifier, Labeli, an acceptance threshold of
similarity, Templatei, an estimator of cluster size, Mi =
[0, 1], and an estimator, M+

i = [0, 1], which measures how
well the object is accepted in the cluster. They are initialized
as Labeli = 0, M = 0, and M+ = 0. Templatei is
defined through a learning phase where object i experiences
random meetings.

Templatei ← Sim(i, ·) + Max(Sim(i, ·))
2

. (3)

Sim(x, ·) and Max(Sim(x, ·)) represent the average and
the maximum value of similarity between object x and all
object that object x has met, respectively. In ANTCLUST,
two randomly chosen objects meet. Based on their sim-
ilarity, threshold values, and clusters, they create, merge,
or delete clusters. By repeatedly conducting random meet-
ings, clusters are appropriately organized so that objects in
the same cluster become more similar with one another than
those in different clusters.

We consider here the case when two objects i and j meet.
First, two objects i and j decide whether they accept their
counterpart according to similarity Sim(i, j) and threshold
values Templatei and Templatej .

Acceptance(i, j)⇔ (Sim(i, j) > Templatei) (4)

∧ (Sim(i, j) > Templatej).

Then Templatei and Templatej are updated by Eq. (3).
Next, their Labels are compared. When neither of them

belongs to any cluster and they accept each other, a new
cluster is created.

Labeli ← LabelNEW , Labaelj ← LabelNEW (5)

if (Labeli =Labelj =0)∧(
Acceptance(i, j)=True

)
.

If one of two objects, say object i, does not belong to any
cluster, and if they accept each other, object i joins the clus-

ter of the other.

Labeli ← Labelj , (6)

if (Labeli = 0) ∧ (Labelj �= 0)
∧ (

Acceptance(i, j) = True
)
.

When two objects belong to the same cluster and they ac-
cept each other, they increase their size estimate of their
cluster:

Mi ← (1− α)Mi + α, Mj ← (1− α)Mj + α,
M+

i ← (1− α)M+
i + α, M+

j ← (1− α)M+
j + α,

(7)

if (Labeli = Labelj) ∧ (Labeli �= 0)
∧(Labelj �= 0) ∧ (

Acceptance(i, j) = True
)
.

Here, α is a constant between 0 and 1. When two objects
belong to the same cluster and they reject each other, they
first update the size of their estimates:

Mi ← (1− α)Mi + α, Mj ← (1− α)Mj + α,
M+

i ← (1− α)M+
i , M+

j ← (1− α)M+
j ,

(8)

if (Labeli = Labelj) ∧ (Labeli �= 0)
∧(Labelj �= 0) ∧ (

Acceptance(i, j) = False
)
.

Here, an object x with a smaller estimate loses its cluster.

Labelx ← 0, Mx ← 0, M+
x ← 0, (9)

where x = (x|M+
x = Mink∈[i,j]M

+
k ). When two objects

belong to different clusters and they accept each other, they
first estimate how the size of their clusters will be changed:

Mi ← (1− α)Mi, Mj ← (1− α)Mj , (10)

if (Labeli �= Labelj) ∧ (Labeli �= 0)

∧(Labelj �= 0) ∧ (
Acceptance(i, j) = True

)
.

Then, an object x in a smaller cluster changes its cluster.

Labelx ← Label(k|k∈(i,j),k �=x), (11)

where x = (x|Mx = Mink∈[i,j]Mk). When none of the
above conditions holds, nothing happens.

4 ANTCLUST-based energy-efficient clus-
tering method

4.1 Proposal Outline

In this paper, based on ANTCLUST, we propose a novel
clustering method for energy-efficient data gathering in sen-
sor networks. In our method, we regard a sensor node as an
ant and a cluster as a nest. The similarity of one sensor
node to another corresponds to the distance from the sen-
sor node to the cluster-head of another. Sensor nodes meet



through wireless communications. Since a sensor node usu-
ally has an omni-antenna, a radio signal is broadcast nearby,
and it is received by all sensor nodes within its transmission
range. In addition, it is a one-way communication, while in
ANTCLUST both encountered objects adjust their clusters.

A cycle of data gathering, called a round, consists of four
phases: (i) cluster-head candidacy, (ii) cluster formation,
(iii) registration, and (iv) data transmission. The behavior
of sensor nodes in the third and fourth phases is identical to
the cluster set-up phase through the data transmission phase
in LEACH. In the cluster-head candidacy phase, a sensor
node that has decided to become a cluster-head broadcasts
an advertisement within a limited range that message con-
tains its identifier, residual energy, and coordinates. In our
method, all sensor nodes initially consider themselves can-
didates for cluster-head. Those sensor nodes that receive
advertisements from other sensor nodes abandon their can-
didacy and join a cluster. In the cluster formation phase,
sensor nodes meet through radio communications. A per-
centage of sensor nodes that are not cluster-heads broadcast
information about themselves. The message is in the same
form as advertisements for candidacy. Each of the neigh-
boring sensor nodes which receive broadcast messages de-
termines which cluster to join based on information about
its own cluster and the newly advertised clusters. Next in
the registration phase, each sensor node registers itself as
a cluster member by sending a registration message to a
cluster-head. After receiving registration messages from
all of its members, a cluster-head creates a TDMA sched-
ule and notifies cluster members of the schedule via broad-
casting. In the data transmission phase, cluster members
send their data to the cluster-head according to the speci-
fied TDMA schedule. The cluster-head receives its mem-
bers’ data, aggregates them into one, and sends it to a base
station using different CDMA codes among clusters. All
communications except those noted with TDMA or CDMA
are performed by CSMA. The beginning of each round and
the timing of phase-changes are synchronized among sensor
nodes.

In LEACH, to organize clusters in a round, a prede-
termined percentage of sensor nodes consume energy by
broadcasting their candidacy within the entire sensor net-
work, and the other sensor nodes expend energy by regis-
tering themselves as cluster members. In our mechanism,
on the other hand, some sensor nodes consume energy by
broadcasting their candidacy within the limited range, and
the other sensor nodes expend energy in local communi-
cations for meetings and registering themselves as cluster
members. Hence, to attain more energy-efficient cluster-
ing than LEACH, the range of broadcastings for candidacy
and meeting should be limited. In ANTCLUST, a sufficient
number of meetings is repeated until clusters become stable.
On the other hand, in our method, we limit the number of

social sensor nodes that advertise their cluster information
per round to avoid excessive energy consumption. Detailed
comparisons between our method and ANTCLUST will be
given in subsection 4.4.

The following two subsections give details of the cluster-
head candidacy phase and the cluster formation phase. A
sensor node has an unique identifier i, residual energy ei,
and coordinates ci. For constructing clusters, a sensor node
also maintains an identifier headi of a cluster-head, resid-
ual energy Ei of a cluster-head, coordinates Ci of a cluster-
head, an estimator Mi of the number of cluster members,
a threshold value Templatei, the probability Pi = [0, 1] of
its own candidacy, a radius R for broadcasting its candidacy
for cluster-head, a radius r < R for broadcasting cluster
information for meetings, and proportion Pex = [0, 1] of
social sensor nodes that cause meetings. Among the eight
parameters, threshold Templatei and probability Pi of can-
didacy are initialized when sensor node i is deployed, and
they are updated every round. The last three parameters are
also initialized at deployment, but they can be adjusted ac-
cording to conditions surrounding sensor node i. The other
parameters are initialized at the beginning of each round.

Empirically, Pi is set at 0.5 for homogeneous sensor
nodes with the same amount of initial energy. The initial
value of Pex, also identical among sensor nodes, is cho-
sen between 0% to 20%. When Pex is set at 0%, there is
no meeting and each node chooses its cluster from those
candidacy messages that it directly received from cluster-
heads. In this case, we cannot expect equalization of resid-
ual energy among sensor nodes, but we can reduce energy
consumption in cluster formation. On the other hand, as
Pex increases, sensor nodes often find other clusters and a
chance to join a better cluster. As a result, the lifetime of a
sensor node can be extended at the sacrifice of energy con-
sumed in meetings. This means that there is a tradeoff in
Pex. We show some simulation results to investigate the
effect of Pex later.

4.2 Cluster-head candidacy phase

At the beginning of a round, all sensor nodes consider
themselves candidates for cluster-head. Parameters are ini-
tialized as:

headi ← i, Ei ← ei, Ci ← ci, Mi ← 1. (12)

Assuming that the cluster-head candidacy phase has a T
time unit duration, sensor node i announces its candidacy
within the radius of R at T (1 − Pi). To prolong the life-
time of a sensor network, energy consumption among sen-
sor nodes must be balanced. If some sensor nodes die of
starvation, the distance from cluster members to the cluster-
head increases, so gathering sensor data consumes more en-
ergy. In addition, information about some parts of the re-



gion cannot be obtained due to a decline in the number of
active sensor nodes. So in our method sensor nodes with
more residual energy are more likely to become cluster-
heads because they adjust Pi in accordance with the residual
energy of neighboring sensor nodes as explained in the next
subsection. An advertisement contains an identifier headi,
residual energy Ei, coordinates Ci, an estimator Mi of the
number of cluster members, and its own residual energy ei.
When a candidacy is announced, Ei is obviously identical
to ei.

When a sensor node that has not yet announced its candi-
dacy receives an advertisement message from another sen-
sor node, it abandons its candidacy and becomes a member
of the cluster. Furthermore, when a sensor node that al-
ready belongs to a cluster receives another advertisement
message, it considers the offer and conducts the same pro-
cedure as in the next cluster formation phase to determine
which cluster it should join.

4.3 Cluster formation phase

After the cluster-head candidacy phase, the cluster for-
mation phase is initiated to organize better clusters through
local communications, i.e., meetings, as in ANTCLUST.

At the end of the cluster-head candidacy phase, every
sensor node belongs to a cluster as either a cluster-head or
as a member. A percentage Pex of sensor nodes in a sen-
sor network decides to be social and broadcasts information
about its clusters within a radius of r. On receiving an ad-
vertisement, sensor nodes within radio signal range meet the
sensor node and find the cluster. The format for a meeting
advertisement is the same as for candidacy. The way that
a sensor node decides to induce a meeting is similar to the
probabilistic decision algorithm for cluster-head candidacy
in LEACH. If a sensor node is a cluster-head, it does not
cause a meeting. Hereafter we describe a case where sensor
node i received an advertisement from sensor node j.

If sensor node i is not a cluster-head, then it adjusts
its cluster. First, sensor node i decides whether to accept
cluster-head headj to which sensor node j belongs by com-
paring the distance to headj with threshold Templatei.

Acceptance(i, j)⇔ (
d(i, headj) ≤ Templatei

)
. (13)

Here, d(i, headj) represents the distance between cluster-
head headj and sensor node i derived from their coordi-
nates ci and Cj . If ci and Cj are in the form of x, y,
and possibly z coordinates, d(i, headj) is an Euclidean dis-
tance. When sensor node i accepts cluster-head headj , that
is, sensor node i considers that cluster-head headj is close
enough, sensor node i compares the two clusters. If sen-
sor nodes i and j belong to the same cluster, sensor node i

i j
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R
r

R

templatei

i j
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R
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Figure 2. An example where (headi �= headj)∧
(Acceptance(i, j) = True)

increases its estimate of size.

Mi ←Mi + 1, (14)

if (headi = headj) ∧ (Acceptance(i, j) = True).

If they belong to different clusters it implies that there is
another cluster close to sensor node i, as illustrated in Fig.
2. Cluster-head headj is in sensor node i’s template, but
its advertisement has not been heard by sensor node i. For
energy-efficient data gathering, it is effective for a sensor
node i to choose a cluster that is closer to sensor node i
since sensor node i can save energy by sending sensor data
to a closer cluster-head. In addition, sensor node i should
choose a cluster-head with more residual energy to avoid
driving an energy-poor sensor node to starvation. Finally,
a cluster with fewer members is preferred, since energy ex-
pended in gathering sensor data to a cluster-head is propor-
tional to the number of cluster members. Thus, sensor node
i changes its cluster:

headi ← headj , Ei ← Ej , (15)

Ci ← Cj , Mi ←Mj + 1, (16)

if (headi �= headj) ∧
(
Acceptance(i, j) = True

)
∧

( Ej

Mj · d2(i, headj)
≥ Ei

Mi · d2(i, headi)

)
. (17)

Except in the above conditions, sensor node i does nothing
for cluster formation.

Regardless of whether sensor node i is a cluster-head, it
updates probability Pi of its cluster-head candidacy to re-
flect the relationship among its own residual energy ei and
that of sensor node j, ej :

Pi ←



min(1, Pi + p), if ei > ej

max(0, Pi − p), if ei < ej

Pi, if ei = ej .
(18)

Here, p is a constant value which satisfies p = [0, 1]. Thus,
the probability of a candidacy is determined in relation to



the residual energy of surrounding sensor nodes, not by its
absolute amount. Next, sensor node i updates threshold
Templatei:

Templatei =
d(i, ·) + Max(d(i, ·))

2
(19)

where, d(i, ·) and Max(d(i, ·)) give the mean and maxi-
mum distance between sensor node i and all cluster-heads
that sensor node i recognizes through receiving advertise-
ments.

4.4 Comparisons to ANTCLUST

There are several differences between our method and
ANTCLUST. As mentioned in 4.1, meetings in sensor net-
works are one-way and one-to-many. Therefore, only sen-
sor nodes that receive an advertisement adjust their clus-
ters. On the other hand, a sensor node that emits a message
does not meet other sensor nodes and cannot learn anything
about the recipients. In our method similarity is not defined
by the relationship between two sensor nodes but rather the
familiarity of a sensor node to the cluster-head of a sender.
Since a sensor node sends its sensor data to a cluster-head in
cluster-based data gathering, the distance to a cluster-head
concerns a sensor node. When sensor data are relayed to
the base station from sensor nodes by other sensor nodes by
a kind of multi-hop routing mechanism, similarity must be
defined in accordance with distance among sensor nodes.

Random meetings are iterated until cluster formation
converges in ANTCLUST. On the other hand, the number
of meetings per round is limited in our method to reduce en-
ergy consumption. As a result, obtained clusters in a round
are not necessarily the most energy-efficient. One possible
solution is to resume meetings in the following rounds by
starting with the same set of cluster-heads. However, due to
the data gathering in the preceding round, the residual ener-
gies of the cluster-heads have decreased, and some can no
longer afford the expensive role of cluster-head anymore.
To organize better clusters, some mechanisms for updating
the cluster’s information and switching cluster-heads are in-
troduced. However, they also consume energy. In this pa-
per, only a limited percentage of sensor nodes initiate newly
meetings per round.

There are five conditions to consider in ANTCLUST, but
there are only two in our method. The first and second con-
ditions for creating a new cluster in ANTCLUST are not
necessary in our method since all sensor nodes belong to
clusters before meetings. The third condition for enlarging
a cluster also exists in our method, but there are some dif-
ferences. First, an estimator Mi is increased by 1 in our
method instead of employing a parameter α to simplify the
algorithm. In our next step we will consider another al-
gorithm for increasing the estimator that leads to more ap-
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Figure 3. Random 100 node sensor network

propriate cluster re-configuration (Eq. 17). Second, our
method does not employ an estimator M+ that reflects the
degree of belonging to a cluster. The estimator becomes
effective when two objects in the same cluster do not ac-
cept each other in ANTCLUST. In our method, this fourth
condition does not hold. A sensor node belongs to a clus-
ter because the distance to a cluster-head is smaller than to
its template. In other words, it has already accepted the
cluster-head. Thus, two sensor nodes in the same cluster al-
ways accept the cluster-head. Consequently, we ignored the
estimator M+. The last condition, where objects belonging
to different clusters accept each other, is interpreted in our
method as sensor node i finds another cluster whose cluster-
head is close enough to sensor node i. Then it chooses a
better cluster, based not only on the cluster size M but also
on the residual energy and distance.

5 Simulation Experiments

We evaluated the effectiveness of our method through
simulation experiments. We considered sensor networks of
100 sensor nodes randomly arranged at lattice points in a
50 × 50 region. A base station was located at (25, 150).
An example of a generated network is shown in Fig. 3. We
used two models of initial residual energy of sensor nodes:
uniform at 0.5 J, and random from 0.2 J to 0.5 J. We set
Eelec at 50 (nJ/bit)，εamp at 100 (pJ/bit/m2)，and Efuse at
5 (nJ/bit/message) in equations (1) and (2). The size n of
sensor data was 2000 bits. An advertisement message was
60 bits long. In the following figures and tables, average
values over 100 simulation experiments are depicted.

Figures 4 through 7 show the number of sensor nodes
that remained alive and the number of rounds for different
settings of radius R for reporting candidacy from 10 to 70
and the number of sensor nodes from 50 to 400 for the same
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Figure 5. Number of alive sensor nodes (100
nodes, R = 10− 70, r = 20, Pex = 10%)

size region. The broadcasting radius r for meetings is set
at 20, and the percentage Pex of social sensor nodes is set
at 10%. All sensor nodes initially have energy of 0.5 J.
These figures indicate that there is a trade-off between ra-
dius R and the lifetime of a sensor network. In LEACH,
there is trade-off between the lifetime and the number of
cluster-heads is. In our method, R is related to the number
of resultant clusters. As R increases, the number of clus-
ters decreases. If there are fewer clusters, the number of
sensor nodes that become energy-consuming cluster-heads
decreases. On the other hand, the number of cluster mem-
bers increases, it requires more energy to collect sensor data
in a cluster. In addition, the diameter of a cluster expands,
so cluster members need more energy to send their sensor
data to the cluster-heads. When R is small, many clusters
are organized into a sensor network. The energy consump-
tion of cluster members is reduced, whereas the number of
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Figure 6. Number of alive sensor nodes (200
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Table 1. Density of sensor nodes and desired
radius

the number of sensor
nodes (density)

desired R (the number of
clusters)

50 (0.02) 50 (1～2)
100 (0.04) 50 (2～3)
200 (0.08) 40 (3～4)
400 (0.16) 20 (5～8)

cluster-heads increases, and much energy is lost.
Several factors affect the desired radius R, but we ex-

pect that each sensor node can determine the appropriate
radius R by observing its environment and estimating the
density. Table 1 summarizes the desired R against the num-
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Figure 8. Number of alive sensor nodes (100
nodes, R = 20, r = 20, Pex = 0%− 20%)
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Figure 9. Number of alive sensor nodes (100
nodes, R = 40, r = 20, Pex = 0%− 20%)

ber of sensor nodes. To determine the desired R, we focus
on the maximum number of rounds which results in more
than 80% of sensor nodes remaining alive. It can be seen
that a larger radius is preferable to a sparse network, and
vice versa. Since a cluster-head which is closer than thresh-
old Templatei is considered by sensor node i, it is efficient
and effective to consider Template in deciding the radius
R. When a sensor node becomes a cluster-head, it receives
registration messages from its cluster members. By divid-
ing the number of members by πR2, it can easily estimate
the density d around itself. One possible way is to adjust
the radius Ri for candidacy of sensor node i is to apply
Templatei +f(d), where f(d) is a monotonically decreas-
ing function of density d.

Figures 8 and 9 show the results when the percentage
Pex of social sensor nodes changes from 0% to 20% for
R = 20 and 40, respectively. As shown in Fig. 8, when the
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Figure 10. Comparison among proposed
method and LEACH

number of meetings increases with a larger percentage Pex,
more energy-efficient clusters are organized so that more
than 80% of sensor nodes remain alive longer, but increased
energy consumption is sacrificed in meetings. On the other
hand, in Fig. 9, where a cluster-head advertises its candi-
dacy to larger extent, exchanging cluster information results
in a shorter network lifetime of a sensor network. When the
radius R for broadcasting candidacy grows, the possibility
increases that a sensor node close to a cluster-head decides
to advertise for cluster-information. Since the radius r is
smaller than R, the broadcast signal does not effectively
reach sensor nodes in the other clusters, and so no cluster
changes occur.

These result imply that parameters R, r, and Pex have
some relationships. In addition, they are dependent on sev-
eral conditions including the density of nodes, the extent of
the region, the model of energy consumption, the residual
energy, and so on. We need to consider a scheme where
each node dynamically and autonomously determines an
appropriate set of control parameters observing its sur-
roundings, but it remains as a future research work.

Figure 10 shows the comparison results between
LEACH and our proposed method for cases where the
initial residual energy is homogeneous and heterogeneous
among sensor nodes. Due to space limitation, only typi-
cal results are shown, but the same tendency were observed
with other settings. For LEACH, we used the percentage of
cluster-heads as 5% [2], with which LEACH shown the best
performance in the simulation experiments. For our pro-
posed method, we set the radius R for broadcast of candi-
dacy at 50, the radius r for broadcast of exchanging cluster
information at 20, and the percentage Pex of social sensor
nodes at 10%. It is shown that, independent of the initial
energy condition, the instant that the first sensor node halts
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Figure 11. Comparison of the number of alive
sensor nodes with the other clustering meth-
ods
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Figure 12. Comparison of the amount of data
received at BS with the other clustering meth-
ods

for the starvation of battery in our method is earlier than in
LEACH. However, in our method, more sensor nodes live
longer than in LEACH. For example, the number of rounds
in which more than 80% of the sensor nodes keep alive is
more than in LEACH by 25% to 55%. In sensor networks,
the energy consumption of cluster-heads differs according
to the number of cluster members and the distance to a
base station. The energy consumption of cluster members
also depends on the distance to a cluster-head. However,
in LEACH, every sensor has the same chance to become a
cluster-head. A sensor node with insufficient residual en-
ergy occasionally becomes a cluster-head, even if there is a
sensor node with rich battery power nearby. It exhausts its
energy, stops operating, and disrupts the gathering of sensor
data in its cluster. On the other hand, in our proposal sen-

sor nodes with more residual energy become cluster-heads.
Sensor nodes with less residual energy conserve energy. As
a result, the residual energy is well equalized among sensor
nodes, and the lifetime of a sensor network is prolonged.

In Fig. 11, we show the comparison results to other clus-
tering methods, i.e., a distributed-version of LEACH-C [5],
which we called e-LEACH, and HEED [6], which is another
distributed and self-organizing clustering scheme. Figure
12 illustrates the results in terms of the total amount of sen-
sor data received at the base station. We employed another
model of energy consumption in transmitting a k-bit mes-
sage to distance d as [5]:

ETx
(k, d)=

{
k · Eelec+k · εfs · d2, if d < d0

k · Eelec+k · εmp · d4, if d ≥ d0,
(20)

where the threshold d0 was introduced to take into account
the effect of multi-path fading. Conditions of simulation
experiments were the same as in [6]. In our proposal, R,
r, and Pex were set at 40, 20, and 10%, respectively. It is
shown that our proposal outperforms the others. The reason
why e-LEACH leads to shorter lifetime of a sensor network
than LEACH is that the size of messages becomes longer
for sensor nodes to advertise the amount of residual energy.

6 Conclusions and Future Work

In this paper, based on ANTCLUST, we proposed a
novel clustering algorithm for energy-efficient data gather-
ing in sensor networks. Sensor nodes with more residual
energy became cluster-heads, improving the organization of
clusters by local interactions among sensor nodes. Simu-
lation experiments verified that our proposed method pro-
longed the lifetime of sensor networks as much as 150% of
LEACH.

Since we proposed the clustering method as a replace-
ment of the cluster-based candidacy phase and the cluster
formation phase of LEACH, it suffers from some impracti-
cal assumptions of LEACH. For example, sensor nodes are
assumed to change their phases synchronously, but it needs
some energy-expensive and complicated synchronization
mechanism. In addition, sensor nodes must have a com-
munication device capable of all of CSMA, CDMA, and
TDMA. However, since a sensor node is small and has a
limited capacity, it cannot afford such a multi-functional de-
vice. We plan to remove these assumptions to have a more
practical and useful scheme.

In addition, we are now considering a further efficient
clustering algorithm where sensor nodes autonomously ad-
just control parameters after observing its surroundings.
We also consider the coverage area of sensor networks for
energy-efficient cluster-based data gathering. Furthermore,
we extend our method to the case where sensor data are sent



to a base station through communications among cluster-
heads, i.e., multi-hop transmissions.
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