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Abstract

Recent measurement studies of the Internet topology
show that the connectivities of nodes exhibit power–law at-
tributes. This topology has two main characteristics: many
nodes have a small number of links while a few nodes have
a large number of links; and there are fewer hop–counts be-
tween nodes. Previous studies of routing mechanisms have
evaluated their validity or effectiveness in relatively small
networks. However, an evaluation of power–law networks
is also needed to clarify their actual validity.

In this paper, we describe an evaluation of some of the
flooding mechanisms used in routing protocols. Our simu-
lation results show that in a power–law network, the flood-
ing mechanism does not scale well due to the concentra-
tion of message, whereas random networks that do not have
power–law attributes actually scale well. To reduce the
concentration of messages, we propose an efficient flooding
method for power–law networks. Our method uses proba-
bilistic flooding in which each node relays routing informa-
tion with a certain probability. Routing information is also
exchanged periodically to prevent information mismatches
between nodes. The simulation results showed that, com-
pared to conventional flooding approaches, our method re-
duced the amount of traffic by 50%.

1 Introduction

Flooding is used to exchange routing information on the
Internet. For example, in the OSPF (Open Shortest Path
First) protocol [1], a node that acquires a change in link sta-
tus distributes messages that include link–state information
to its neighbor nodes. Each neighbor node that receives the
link–state information redistributes the information to its
corresponding neighbor nodes. The BGP (Border Gateway
Protocol) [2] also uses a flooding mechanism to exchange
routing information. Each node establishes a TCP connec-
tion to each neighbor node and then transfers the routing
table. In both protocols, since the distribution or exchange
of routing information is based on a flooding mechanism,
the amount of traffic involved in exchanging route informa-
tion is becoming a critical problem as the number of nodes
connected to the Internet increases [3].

Recent measurement studies on the topology of the In-
ternet show that the connectivities of nodes exhibit power–
law attributes [4]. That is, the probabilityp(k) that a node
is connected tok other nodes followsp(k) ∼ k−γ (γ is a
constant). In recent years, a considerable number of studies
have investigated power–law networks whose degree distri-
bution follows the power–law. Most research on power–
law networks has focused on investigating how to model
the topology of the Internet. A theoretical examination of
the characteristics of the topology is also presented in [5].
The power–law network has two main characteristics: (1)



a small number of links are connected by numerous nodes,
while a large number of links are connected by a few nodes,
and (2) the number of hop–counts between nodes is reduced
(small–worldproperty) [5, 6].

The second characteristic promotes faster propagation of
information, which is an advantage in exchanging route in-
formation. However, because of the first characteristic, if
several nodes perform flooding at the same time or at al-
most the same time, control messages concentrate at the hub
node. For example, if a node fails, flooding starts from all
of the neighbor nodes, which causes sudden traffic conges-
tion in the network. It is also likely that this tendency will
increase as the number of nodes in the network increases be-
cause the number of links connected to the hub–node in turn
increases. Previous evaluations of routing or flooding mech-
anisms have been performed on random networks. How-
ever, an evaluation of power–law networks is also needed to
clarify their actual validity.

In this paper, we first describe an evaluation of the char-
acteristic of the number of control messages generated by
conventional flooding methods. We show that a conven-
tional flooding method generates an enormous number of
duplicate control messages at the hub–node. Based on this
observation, we propose a new flooding method that gen-
erates fewer duplicate messages based on a consideration
of the topological characteristics of power–law networks.
With conventional flooding methods, a control message
is duplicated at an intermediate node and delivered to its
neighbor nodes. If a node (say nodeA) has multiple routes
towards another node (say nodeB), nodeB receives the
same message propagated via different routes. Our method
reduces the number of control messages that each node re-
lays by using a probabilistic relay method. The method also
ensures that information is delivered to all nodes by period-
ically exchanging information between adjacent nodes.

Section 2 of this paper outlines conventional flooding
methods. Section 3 evaluates the number of control mes-
sages generated by a conventional flooding method over
a power–law network. In Section 4, we present a new
flooding method based on the topological characteristics of
power–law networks, and we shows the effectiveness of the
proposed method by comparing it with conventional flood-
ing methods in Section 5. Our conclusions are presented in
Section 6.

2 Related Works

Various methods have been proposed to reduce the num-
ber of control messages caused by flooding [7, 8, 9, 10, 11].
In a previous paper [11], the FSLS (Fuzzy Sighted Link
State) method was proposed. This method restricts the for-
warding area of control messages by setting a TTL (Time–
To–Live) value. The TTL is the maximum number of hops
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Figure 1. TTL sequence on FSLS method

that a message can survive. A large TTL value means that
the control message is delivered to a large number of nodes,
while a small TTL value restricts its delivery to a limited
number of nodes. The FSLS method uses an interval time
t for flooding, and sets the TTL value toSi such thatSi

appears at every2(i−1) · t interval. Figure 1 shows a TTL
sequence in the FSLS method. In the figure,S2 appears
every21 · t = 2 · t. Note thatS3 includesS2 becauseS3

appears every22 · t = 4 · t and this is twice the interval
of S2. By setting TTL values as above, the FSLS method
delivers information at short intervals to the neighboring ar-
eas of a node that has had a change in link utilization, and
delivers information at longer intervals to more distant (in
terms of hop–count) nodes. Note that if multiple changes
in link utilization occur, the FSLS method aggregates infor-
mation, which decreases the number of control messages. A
previous report [11] evaluated the performance of the FSLS
method mainly in a random network, but the number of con-
trol messages in a power–law network was not described.

Other reports [7, 8, 10] propose flooding methods based
on information retrieval in P2P (Peer–to–Peer) networks,
and evaluate the amount of search queries in a power–law
network. Information retrieval from a peer is performed by
forwarding a search query to other peers. One issue high-
lighted in these studies is that for efficient information re-
trieval, the amount of query forwarding has to be reduced,
while each search query has to reach as many peers as possi-
ble. This is similar to our problem in that route information
must be delivered with less forwarding, i.e., with fewer con-
trol messages. The flooding method for a P2P network does
not require the delivery of a query to all nodes. Based on
this observation, a probabilistic relaying method has been
proposed [10]. Percolation theory [6] is used to obtain the
relay probability. However, with our method of distribut-
ing routing information, the information has to be finally
acquired by all nodes, otherwise route mismatching could
occur at individual nodes, causing problems with route con-
vergence [12].



3 Evaluation of Simple Flooding Method in
Power–Law Networks

As mentioned in Section 1, a characteristic of a power–
law network is that a small number of links are connected
via many nodes while a large number of links are connected
via a few nodes [5, 6]. In this section, we evaluate the num-
ber of control messages generated by flooding in power–law
and random networks. Then, we examine the problems with
a simple flooding method that relays messages to all neigh-
boring nodes in a power–law network.

3.1 Simulation Model

For the network model, we used a 1000–node network
topology generated by the BA model [5], which is one of the
power–law network generating models. In the BA model,
the number of initial nodesm0 and the number of additional
links per nodem are set to 2, respectively. We also used
a 1000–node network topology generated by the ER model
[13] as a random network model. In the ER model, the prob-
ability of connecting with each node is set at1/(N − 1).
Here,N is the number of network nodes. This probabil-
ity generates almost the same number of links as the BA
model under the same number of nodes. Only the degree
distribution is different between the topology produced by
the BA model and that by the ER model. Other parame-
ters were as follows. The propagation delay on each link
was set at 1 ms. There was no communication traffic except
control messages. Each node process packet was based on
an FIFO queue and the packet processing capability was set
at 1 Mpps.

We performed flooding from multiple nodes assuming
node failure, and we evaluated the number of control mes-
sages generated in each network.

3.2 Evaluations

Figure 2 shows the cumulative number of control mes-
sages that each node received depending on the time after
a node broke down. The y–axis shows the node indexes in
ascending order of the number of links they connected with.
Figure 2(b) shows that, in power–law networks, there is lit-
tle duplication of control messages at nodes with a small
number of links. However, it also shows that a hub–node
that has a large number of links receives an enormous num-
ber of control messages. As Figure 2(a) shows, there are
few duplicated control messages in random networks com-
pared to in power–law networks.

Next, in Fig. 3, we show the maximum number of dupli-
cated messages that arrived at a node when the number of
nodes in both networks was changed. Note that the results
are averaged over ten experiments. As this figure shows,
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Figure 2. Number of duplicated messages
generated by single–node failure in 1000–
node network

the number of duplicated messages increased rapidly as
the number of nodes increased in the power–law network,
whereas it increased slowly in the random network. Even
in networks consisting of 16,000 nodes, there were only
around 170 duplicated messages in the random network,
while there were 40,000 duplicate messages in the power–
law network. This clearly indicates that congestion is more
likely to occur in a power–law network than in a random
network, and that a power–law network does not scale well
due to the concentration of messages at hub–nodes.



(a) Flooding occurs from
center node

(b) Message delivered to
neighbor nodes with high re-
lay probability

(c) Each node sends message
to its own neighbor nodes
with low relay probability

(d) Any nodes that are missed
originally receive message
via periodical exchanges

Figure 4. Mechanism of proposed flooding method
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Figure 3. Relationship between number of du-
plicated messages with increase in number of
nodes

4 Proposed Method

The FSLS method reduces the number of control mes-
sages in a network. Nodes that are further away (in terms of
hop–counts) from the node that originates a flood have less
opportunity to receive control messages. Furthermore, the
nodes receive aggregated information of link status changes
that occur at a2(i−1) · t interval. However, since the FSLS
sets a low TTL initially, flooding from non–hub nodes takes
a long time to deliver route information. Flooding using
probabilistic relaying, which we call probabilistic flooding,
reduces the number of duplicated control messages. How-
ever, by its very nature, this method cannot guarantee to
deliver route information to the entire network, i.e., there is
a possibility that a node will not receive information from
neighbor nodes.

To solve this problem in the probabilistic flooding
method, this paper proposes a new flooding method for
power–law networks. Our method has the three following
features:

i) The number of control messages in a network is re-
duced by probabilistic relaying,

ii) To guarantee that information is delivered to all nodes,
each node exchanges information periodically,

iii) The relaying probability at a node changes according to
whether it is the node originating a flood.

The last feature (iii) increases the number of nodes that
receive route information. Determination of the relaying
probability, which is an important issue for our method, is
described in the next section.

Figure 4 shows an example of the proposed method.
When the center node initiates a flood (Fig. 4(a)), the node
relays a message to the next node with a high relaying prob-
ability (Fig. 4(b)). Nodes that receive the message relay it
to their neighbor nodes with a lower relaying probability,
as shown in Fig. 4(c). As mentioned above, probabilistic



flooding sometimes fails to deliver information to all nodes.
Then, each node exchanges information with its adjacent
nodes to ensure information is delivered to any nodes that
did not receive the information originally by probabilistic
flooding (Fig. 4(d)).

4.1 Choosing the Relay Probability

In a previous study [6] a relaying probability was derived
in which almost all nodes received messages. Percolation
theory was applied to obtain the probability mathematically.
Since theγ of the topology we discussed in section 3 was
2.39 and the maximum degree in the network was 53, the
relay probabilitypc was set at 0.9 based on this study [6].

Figure 5 shows the information reachability, which is de-
fined as the ratio of nodes that receive the information to the
nodes in the network, and the number of control messages.
The figure shows the results for different relay probabilities
p. Looking at Fig. 5, setting the relay probability at 0.9
ensures that messages are delivered to almost all nodes. In
this case, the number of control messages in the network
was 10% less than with simple flooding.

In our method, each node performs periodical infor-
mation exchange to guarantee information delivery to all
nodes. Hence, it is not necessary to set the relaying prob-
ability at pc. Rather, we use a lower relay probability in
the expectation that there will be fewer control messages.
In this paper, we set the relay probability using an empir-
ical approach. The simulation results, which are not pre-
sented here, indicated that periodical information exchange
delivered route information to around 15% of nodes. We
therefore chose a relay probability at which 85% of nodes
received route information. That is, the relay probability
was set at0.6 according to Fig. 5.

4.2 Flooding from Non–Hub Nodes

With a lower relay probability, flooding from non–hub
nodes becomes a problem. Figure 6(a) shows a typical case
of flooding from non–hub nodes. As shown in the figure,
information may not be spread throughout the network even
when the relay probability is set atpc(= 0.9). We therefore
introduced two types of relay probability:p1 andp2. Thep1

is the relay probability from a node that starts a flood and
the p2 is the probability with which neighbor nodes relay
the message to their corresponding neighbor nodes. In this
paper, we setp1 at 1.0 so that information would be widely
delivered by flooding from non–hub nodes, ensuring that
adjacent nodes would receive the information.p2 was set at
0.6, as described in the previous section.
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Figure 5. Simple probabilistic method from
nodes with a large number of links

5 Evaluation of the Proposed Method

In this section, we describe the results of a simulation
to evaluate the validity and effectiveness of the proposed
method. As a network model, we used the same topol-
ogy used in section 3, i.e., a power–law topology with 1000
nodes. This method was compared with three conventional
methods: a simple flooding method, which delivers infor-
mation to all nodes; a probabilistic flooding method, in
which the relay probability is chosen on the basis of per-
colation theory [10]; and the FSLS method. In the proba-
bilistic flooding method, the relay probabilitypc was set at
0.9 as described in section 4, since theγ of the topology
used for the simulation was 2.39 and the cutoffK was 53.
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Figure 6. Simple probabilistic method from
nodes with a small number of links

In the FSLS method, we setSi = i (1 ≤ i ≤ 7) and the
interval for changing the TTL at 1 second.

Figure 7(a) shows the number of nodes that received in-
formation when a hub–node performed flooding and Fig-
ure 7(b) shows the cumulative number of control messages.
As these figures show, neither the simple flooding method
nor the probabilistic flooding method decreased the number
of control messages. In contrast, our proposed method re-
duced the number of control messages by about 60%, while
around 85% of the nodes in the network received control
messages. The remaining 15% of nodes received route in-
formation via an exchange of information between neigh-
boring nodes after a fixed period (here, we assumed a 5–
second period). When flooding from non–hub nodes oc-
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Figure 7. Evaluation of number of control
messages with proposed method

curred, the number of messages was reduced by about 50%,
but these figures are omitted due to space limitations.

The results for the FSLS method indicated that route in-
formation spread slowly since the FSLS set a low TTL ini-
tially. Furthermore, the FSLS method generated more con-
trol messages with time. This is because the nodes nearest
the node that starts a flood receive the route information
more than once. For example, nodes that receive route in-
formation when the TTL isS2 also receive the information
when the TTL isS3, S4, S5, or S6.

Figure 8 shows the information reachability and num-
ber of control messages generated when multiple nodes per-
form flooding. Here, node failure occurs based on a Pois-
son arrival process with a mean arrival rate of 1 / second.
The node is selected randomly. The proposed method re-
duced the number of control messages in the network by
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Figure 8. Evaluation of proposed method with
multiple flooding

50% compared with the simple flooding method. We also
found that the proposed method decreased the number of
control messages by about 40% compared with the proba-
bilistic flooding method.

6 Conclusion

In this paper, we evaluated the performance of flooding
mechanisms in a power–law network. The results showed
that congestion was more likely to occur in a power–law
network than in a random network, and that power–law net-
works did not scale well due to the concentration of mes-
sages at hub–nodes. We therefore proposed a new flooding
method for power–law networks. The proposed method re-
duces the duplication of control messages by using proba-

bilistic relaying of messages, but guarantees that informa-
tion is delivered to all nodes by exchanging information be-
tween adjacent nodes periodically. Our proposed method
can also use a lower relaying probability than that of con-
ventional methods because of this periodic exchange of in-
formation between nodes.

Simulation results showed that the proposed method de-
creased the number of control messages by about 50%
compared with a simple flooding method, and by about
40% compared with a conventional probabilistic flooding
method.

In future, we plan to first derive the relaying probability
of the proposed method theoretically, although it was cho-
sen according to the results of the simulation. Secondly,
we used the BA model to generate the model of a power–
law network. However, other studies (e.g., Ref. [14]) pro-
pose different models for constructing power–law networks,
which indicate that the topology produced by the BA model
does not reflects the topology characteristics of the Inter-
net. We will therefore evaluate flooding mechanisms using
different network models.

References

[1] A. Shaikh, C. Isett, A. Greenberg, M. Roughan, and
J. Gottlieb, “A case study of OSPF behavior in a
large enterprise network,” inProceedings of ACM
SIGCOMM Internet Measurement Workshop (IMW),
pp. 217–230, Nov. 2002.

[2] Y. Rekhter and T. Li, “A Border Gateway Protocol 4
(BGP-4),” IETF RFC 1771, Mar. 1995.

[3] L. Gao and J. Rexford, “Stable Internet routing with-
out global coordination,” inProceedings of ACM SIG-
METRICS 2000, pp. 307–317, June 2000.

[4] M. Faloutsos, P. Faloutsos, and C. Faloutsos, “On
power–law relationships of the Internet topology,” in
Proceedings of ACM SIGCOMM ’99, pp. 251–262,
Oct. 1999.

[5] A. Barabasi and R. Albert, “Emergence of scaling in
random networks,”Science, vol. 286, pp. 509–512,
Oct. 1999.

[6] R. Cohen, S. Havlin, and D. Avraham, “Structural
properties of scale–free networks,” inHandbook of
Graphs and Networks – From the Genome to the Inter-
net (S. Bornholdt and H. G. Schuster, eds.), WILEY-
VCH GmbH & Co., 2003.

[7] R. Guimer̀a, A. D́ıaz-Guilera, F. Vega-Redondo,
A. Cabrales, and A. Arenas, “Optimal network topolo-
gies for local search with congestion,”Physical Re-
view Letters, vol. 89, 248701, Dec. 2002.



[8] G. M. Viswanathan, S. V. Buldyrev, S. Havlln,
M. G. E. da Luz, E. P. Raposo, and H. E. Stanley,
“Optimizing the success of random searches,”Nature,
vol. 401, pp. 911–914, Oct. 1999.

[9] X.-H. Wang, “Directed random walks on directed per-
colation clusters,”Physical Review E, vol. 67, 050101,
May 2003.

[10] F. Banaei-Kashani and C. Shahabi, “Criticality–based
analysis and design of unstructured peer-to-peer net-
works as ’complex systems’,” inProceedings of Third
International Workshop on Global and Peer-to-Peer
Computing (GP2PC), pp. 22–32, May 2003.
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