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Abstract—Today, the use of anycast address is quite limited. multicasting, only one member of the assigned anycast address
One of the reasons is because there is no routing protocol communicates with the originator at a time.
providing a global anycasting service. In this paper we design  owever, the use of IPv6 anycast is currently limited. It

and implement a new anycast routing protocol called PIA-SM . ) .
(Protocol Independent Anycast - Sparse Mode). We focus on IS because there are many technical issues to be resolved

PIM-SM (Protocol Independent Multicast - Sparse Mode), which N the current IPv6 anycast specification [4]. One of the
is one of multicast routing protocols available now, to develop important problems is that there is no routing protocol for
an anycast routing protocol because anycast and multicast anycasting. The router should have an active role in deciding
have many similar properties. We modified PIM-SM based on ya gestination network/node so that anycast packets can be

differences between multicast and anycast. We next describe iatelv f ded. Wi d to desi d imol ¢
technical issues to be solved on the implementation of PIA-SM. appropriately rorwarded. Vve need 1o design and implement a

We also show some experimental results to demonstrate PIA-SM, fouting protocol suited to anycast applications for realizing a
and verify that PIA-SM enables routers to forward an anycast global anycasting service.
packet to an appropriate node of multiple candidate nodes. [5] and [6] show the way of designing routing protocols for
Index Terms—IPv6 (Internet Protocol version 6), Anycast, |PV6 anycast by some modifications of existing multicast rout-
Routing Protocol, PIA-SM (Protocol Independent Anycast - ing protocols. These are based on several similarities between
Sparse Mode) anycast and multicast communications. However they do not
discuss about issues in implementation of these protocols.
Therefore we need to verify if we can realize anycast routing
protocol by the proposed way in [5] [6]. In addition, we need
Anycast is a new networking paradigm supporting servicge evaluate three anycast routing protocols and to analyze
oriented addresses. In anycast an identical address carwbere each anycast routing protocol is suitable to be used
assigned to multiple nodes providing a specific service. Amhen we consider to standardize anycast routing protocols in
anycast packet (i.e., one has an anycast address as its deslihg. Therefore, we should implement three anycast routing
tion) is delivered to one of nodes, corresponding to the packgbotocols to verify they can be used for anycast communication
destination address. Anycast was first defined in RFC1546 i the real IPv6 network. In this papaer, we design and
stating that the motivation for anycast is to considerablynplement one of anycast routing protocols proposed in [5]
simplify the task of finding an appropriate server within th§s].
Internet. The basic idea behind anycast communication is toln this paper we give a specific design of PIA-SM (Protocol
separate the logical service identifier from the physical hosidependent Anycast — Sparse Mode), which is first defined in
equipment. That is, the anycast address is assigned on a tyfp[6]. Three types of multicast routing protocols are available
of-service basis so that the network service acts as a logitadlay, and each multicast protocol has both advantages and
host. disadvantages. PIM—SM (Protocol Independent Multicast —
In the Internet Protocol version 6 Specification [2], th&parse Mode), which is one of multicast routing protocols, has
anycast address is defined. The addressing architecture g8Jadvantage in global multicasting. In other words, PIM-SM
of IPv6 has two other types of IP addresses; unicast aisddesigned to be used in the network where multicast listeners
multicast. Table | summarizes the communication forms fare sparsely distributed. This model is very similar in the case
these addresses. A unicast address is a unique identifiervitrere anycast receivers for a single anycast address are widely
each network interface, and multiple interfaces must not bpreaded in the Internet. By focusing on this property we
assigned the same unicast address. Packets with the sdefene a new anycast routing protocol called PIA-SM based
destination address are sent to the same node. A multicastthe behavior of PIM-SM. Through the implementation of
address, on the other hand, is assigned to a group of nodes, PEA-SM, we describe technical issues to be solved in PIA-
all group members have the same multicast address. Pacl8is which are uncleared in the previous literatures [5]. We
for this address are sent to all members simultaneously. Liakso show some experimental results to demonstrate PIA-SM,
a multicast address, a single anycast address can be assigmedverify that PIA-SM enables routers to forward an anycast
to multiple nodes (callecanycast membershipbut unlike packet to an appropriate node of multiple candidate nodes.

I. INTRODUCTION
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This paper comprises five sections. In Section Il, we show a
specific design of PIA-SM and describe the behavior of PIAsg. 1. The overview of PIA-SM.
SM. In Section Ill, we describe implementation matters of
PIA-SM and also give solutions for these issues. We show
results to demonstrate PIA-SM, and verify the behavior of
PIA-SM in Section IV. Section V gives a brief conclusion. leaves. First, each anycast receiver notifies its own metric to
the neighbor PIA router which is directly connected to the
Il. DESIGN OFPIA-SM anycast receiver. By receiving metrics from anycast receivers
or.downstream neighbor PIA routers, the PIA router compares

In anycast communication, an anycast packet is forwardﬁ]dese metrics and selects the most appropriate anycast receiver

to the most appropriate node among memberships which h%\fePlA router. Note here we define that the anycast receiver

the same anycast address. As shown in Table I there @Kich has the smallest value of the metric is the most appro-

multiple nodes assigned a single address in both multicast e receiver. After selecting the appropriate node the PIA

z)nﬁgﬁ; TehIrsn?l?"lz”z):jrggllﬁ:\/tizat \tl;/iz Cs?mueseag(;eressimiﬁ \g’ %Hter notifies the metric to the upstream neighbor PIA router.
multicastgand anpcast That is wg can use the mechanis ngnotifying metrics at all of PIA routers with hop-by-hop
Y ’ ! s is, the RP finally recognizes the most appropriate receiver

the part Of. managing multicast I|stener§ in PIM-SM to Manage, e anycast address. Followings are functions needed to
nodes which have anycast addresses in PIA-SM. Here, anode. . oo "o rovio s o6 PIA-SM

assigned an anycast address is called an anycast receiver. On
the other hand, anycast and multicast have some differencesl) Discovery of neighbor PIA routers
First, in anycast communication only one (appropriate) anycast Each PIA router exchanges messages between neighbor
receiver may receive the packet addressed to the anycast routers. When PIA router receives a message from other
address, while the multicast packet is forwarded to all of  PIA router, PIA router knows there is another PIA router
multicast listeners simultaneously. Moreover, because of the on the segment which the message of the other router
specification of the addressing architecture [3] anycast and came from.
unicast addresses are syntactically indistinguishable. Fron2) Composition of RPT
these reasons, it is desirable to use the same mechanism in Anycast receiver notifies own assigned anycast addresses
unicast communication for forwarding anycast packets. To  to neighbor PIA routers. When PIA router receives a
conclude, we design a new anycast routing protocol which message from the anycast receiver, PIA router knows
combines the mechanism of multicast routing for managing there is an anycast receiver on the segment which the
anycast receivers and the mechanism of unicast routing for message came from. Next the neighbor router notifies
packet forwarding. the anycast address of the received message from the
Like PIM-SM, PIA-SM manages anycast receivers by anycast receiver to the upstream router. When a PIA
composing a distribution tree for each anycast address rooted router receives the message from downstream routers,
at the Rendezvous Point (RP). The RP is a router configured to the PIA router also notifies the anycast address of the
be used as the root of the tree (called RPT) for the anycast ad- received message to the next upstream router. This noti-
dress. But unlike PIM-SM, PIA-SM forwards anycast packets fication is repeated by each router until the notification
to only one anycast receiver. PIA routers select one anycast reaches to the RP. Finally PIA routers and anycast
receiver based on appropriateness notified by each receiver. receivers compose RPT of each anycast address. In
Such appropriateness is callagketricin PIA-SM. Figure 1, RP, ARol, ARo3, ARo4, Anycast Receiver
Figure 1 shows the overview of PIA-SM. In this figure 1 and 2 compose the RPT of the anycast addfass
we assume all of routers support PIA-SM (we refer them as3) Adding the entry for the anycast address into the unicast
PIA routers). Also,upstreammeans the direction towards the routing table
root (i.e., RP) of the RPT, andownstreamis the direction Each PIA router selects one route based on received
to receivers. RPT is constructed for each anycast address. In  metrics. It then makes an entry of the anycast address
the RPT, RP is the root node and anycast receivers are its by setting the selected route as the outgoing interface
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Fig. 2. Discovery of neighbor routers.

in its unicast routing table. After that, all routers ca

forward anycast packets as unicast packets because

anycast address is existing as the entry of unicast addrpége

in the router’s unicast routing table.
4) Forwarding anycast packets

except we add a metric field into the message format so
PIA routers need a criterion to select the most appropriate
iver from multiple ones. ARD Report is a message that
notifies the anycast receiver’s address and the receiver’s metric
When a client sends an anycast packet to the anycto IA. routers. Qn the other hand, PIA Join messages are used
X NN otify the existence of PIA router to other neighbor PIA
address, the ne_lghbor P.IA router Wh'ch IS dlrec'FIy CONhuters. Exchanging ARD reports (resp. PIA Join messages)
nected to the client receives packet. This router is call% tablishes a branch between anycast receiver and PIA router
Sender Route{SR). The SR encapsulates received an resp. two PIA routers) of the RPT. As a result PIA routers

;?Stt ?ﬁCkglt?W'th Jhethunlcast ad?rfsj of tl?et S.P' ";‘Iﬁ ined by two messages compose RP tree. We describe about
at, the Sends the encapsulated packet directly f0,.oss’of ARD Report and PIA Join.

the RP by unicast routing. When the RP receives the

encapsulated packet from the SR, the RP decapsulate_sL) Process of ARD ReportARD Report is exchanged
the encapsulated packet and forwards the anycast pagigiveen PIA routers and anycast receivers. If an anycast
onto the RPT. As described above, the anycast packgteijver is assigned the anycast address G and if the receiver
is forwarded to the selected anycast receiver by theanis to receive anycast packets of the address G, the receiver
unicast routing because each PIA router has an entry {Qf4s an ARD Report including the address G to a neighbor
the anycast address in its unicast routing table. Finallye girectly connected) PIA router. The PIA router knows
the anycast packet is forwarded to the selected anycggt yeceiver exists on the segment which the ARD Report
receiver by unicast routing based on PIA router’s unicaghme from. As described in [7], the source address of ARD
routing table. Report is the receiver’s link-local address. If there are multiple
We describe detail of each process in following subsectiongnycast receivers on the same segment, we cannot identify
each receiver/router by using the anycast address. The PIA
A. Discovery of neighbor PIA routers router thus should not use the anycast address but link-local

Each PIA router exchanges PIA Hello messages in orderdddress of receivers or routers to identify them.
discover other PIA routers in the_same segment. The router) Process of PIA Join:PIA router which hears anycast
sends PIA Hello message by setting the broadcast address of . . . .

> receivers sends PIA Join to upstream PIA router including
the segment. If any PIA routers exist on the same segmen . X
. the address G of the received ARD Report. PIA Join also
they may receive the PIA Hello message. As a result, other . o
. L ncludes the metric of the router. The metric is the best
routers on the segment can find the router by receiving the o . ; .
i~ : . 2 (I.e., minimum) value among anycast receivers’ metrics from
PIA Hello. Additionally a Designated Router (DR) is define . . :
: oc\ivnstream links. The upstream router which receives the PIA
on each segment as the same way as PIM-SM. DR is electe .
; -—-Join knows the existence of the PIA router on the segment.
based on PIA routers’ IP address such as PIM—SM. In F|gu]rfeh . h h | K
2, circle marks show DRs selected on each segment the upstream router is not the RP, the router also makes a
' ' PIA Join including the address G and the router’'s metric, and
» sends to the next upstream router. At last all routers between
B. Composition of RPT anycast receivers and RP receive PIA Join of the address G,

Figure 3 shows how PIA routers and anycast receivers coamd know the receivers on the downstream link. At this time,
pose RPT. Anycast receivers and PIA routers use ARD Repthe RPT of the anycast address G is formed by PIA routers
and PIA Join in order to compose RP tree, respectively. AR&hd anycast receivers.

ﬁAnycast Receiver Discovery) is similar technique proposed in
t



(3) Decapsulation Ro4tid Tane Rendezvous Point sulates it, and obtains the anycast packet. Then the RP
f;“;rf";nwyac':;ﬁecew ynieastpaess sends out the original anycast packet. The anycast packet
Routing Table (2) Encapsulation is forwarded from the RP to the selected anycast receiver
ARoT B 2nc fowardingto by the unicast routing because each router already has
the entry of the anycast address in its own unicast routing
table (it is done in Section 1I-C). In Figure 4, the anycast
packet passes the route&xRolandARo3 and arrives at
1A osuie the selected Anycast Receiver 1 by the unicast routing.
o Note that PIM-SM has the cut-through capability for long-
l:j:,ul,mt lived flows. In PIM-SM, when the sender sends more packets
Packet than the threshold configured by the RP, the PIM routers on the
listener's segment notify a threshold exceeded message to the
sender. After that the PIM routers change to forward multicast

(1) Sending
an anycast packg

Anycast Receiver 1 Anycast Receiver 2 . Clent packets onto the paths which the notification messages came
Anycast Address Anycast dddress Souree feress from. These paths compose Shortest Path Tree (SPT) which
is composed by paths not dependent on the RPT. Unlike

Fig. 4. Forwarding anycast packets multicast, however, it is rare that the same client continuously

sends many anycast packets with the same anycast address.

Because it is not guaranteed that multiple packets addressed
C. Adding the entry for the anycast address into the unica th_e same anycast address are forwarded to the same anycast
routing table receiver. In other words, the selected anycast receiver may

change during the communication. Therefore the client would

Each PIA router on the RPT selects one of downstreafe the unicast address of the selected anycast address to

routes according to metrics received by ARD reports and Pliapjish the stateful communication instead of the anycast
Join messages. The router selects the router/receiver WhQggress. The anycast address is used only for the discovery of
metric is smallest among other routers and receivers on ¥g anycast receiver, and the number of anycast packets from
downstream links as the next hop of the address G. PIA rou{gE same client would not be so large. For this reason, PIA-SM
then adds an entry for thg address G in its own unicast routigges not support the cut-through (i.e. SPT) capability.
table. In Figure 3, metrics are shown as numbers in ARD gy p|a-SM designed in this section, an anycast packet are
Reports and PIA Joins. The routéRolreceived two PIA ¢ynyvarded to the appropriate anycast receiver for the RP. But
Joins (fromARo3and ARoj. ARolselects the routeARO3 ho anycast receiver which receives the anycast packet may
as the next hop because th&o3s metric is smaller (5) than ot he appropriate receiver for the sender of the packet. This
the one ofAR04(10). If the receiver changes its metric, thessye will be resolved if the sender notifies the criteria for the
receiver sends another ARD Report including the new metdg ection of the appropriate receiver to a router. But one of
to the PIA router. If the new metric is smallest among afhe features of anycast communication is that a sender can
anycast receivers’ metrics for the address G, all PIA routefgnnect to the appropriate receiver by only setting the anycast
between the receiver and the RP update the entry of the addigggress as the destination address of the packet. It is because

G in their unicast routing tables. In the worst case, PIA routefs, design PIA-SM which realizes anycast routing based on
need to update its unicast routing table whenever the roug-;ﬂy routers and receivers.

receives PIA Join or ARD Report from downstream link.
[1l. | MPLEMENTATION OF PIA—SM

D. Forwarding anycast packets In this section, we discuss about issues on implementation
The steps of forwarding anycast packets are as follows PIA-SM. It is the easiest way for implementation of PIA—

(Figure 4). SM because the source code of PIM—SM with IPv6 support is
1) Sending an anycast packet from a client available on the BSD system. Therefore we implement PIA—
A client sends an anycast packet to the anycast addr&d on the BSD system by modifying existing source code of
G. PIM—-SM. In the BSD system, PIM-SM is implemented in both
2) Capsulation of the packet and forwarding to RP the kernel and the daemon process. Since we implement PIA-

When the SR ARo5in Figure 3) receives the anycastSM by modifying the PIM-SM, PIA-SM is also implemented
packet, the SR searches the unicast address of RPthe kernel and the daemon process (calidd daemoi
corresponding to the address G. If the SR finds the Rfgure 5 shows the architecture of PIA-SM. Processes of PIA-
corresponding to the anycast address, the SR encapSM are performed in either the kernel or the PIA daemon. Like
lates it with the unicast address of the RP, and sends itttee original BSD system, the kernel first invokpsintr()
upstream. The encapsulated packet is forwarded to thBl when the IP packet arrivesp-intr() then selects
RP based on unicast routing. In Figure 4, PIA routdhe appropriate function according to the information (e.g.,
ARo05 encapsulates the anycast packet from the clieptotocol number, destination address) of the packet, and call
with the RP’s unicast address UA. Encapsulated anycéiseé selected function. After that, the function for routing
packet is called as PIA Capsule. messages call PIA daemon if the received packet is a PIA
3) Forwarding packet to the selected anycast receiver message or ARD message. On the other hand, the function
When the RP receives a PIA Capsule, the RP decdpr data packets searches the destination address of the packet
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Fig. 5. Overview of the PIA daemon on the BSD kernel

destination address of the packet. If the entry for the des-

from the unicast routing table in the kernel. This function ination address exists, the packet is forwarded by call-
modified from the original BSD system because the functidRg ip6 _output()  (see Figure 5 (4)). Otherwise, i.e.,
must support anycast addresses. The problem raised Hefe-forward() ~ cannot find the entry for the destination

is that the kernel cannot determine whether the destinatigfldress, the packet is processed by the PIA daemon through
address of the packet is an anycast address or an uni¢#¥t -input()  API (see Figure 5 (5)). Itis a difference from
address. In multicast, because the multicast address is allocdfgdoriginal kernel which simply forwards the packet to the
its identical addressing space, PIM-SM can easily identify tigiefault router througipé _output() . On the other hand the
multicast packet from received packets. However, in PIA-SKernel of PIA-SM then checks whether the destination address
the kernel cannot determine whether the received packetofsthe packet is anycast or unicast. This check is performed
the anycast packet or the unicast packet. For this problepy, the PIA daemon. The PIA daemon searches RPTI table to
the kernel first lookups the unicast routing table, which is tH#éd the address specified in the packet. If the PIA daemon
same process as the original kernel. The difference is when fifgls the address in the RPTI table, the daemon decides that
kernel fails to lookup the entry in the unicast routing table fdhe destination address of the packet is the anycast address.
the destination address of the received packet. In the origifddle PIA daemon encapsulates the anycast packet with the
kernel, if the associated routing entry does not exist in ticast address of the RP, and send out the packet as PIA
routing table, the packet is forwarded to the default routézapsule. If the PIA daemon cannot find the address in the
On the other hand, the modified (PIA-SM) kernel passes tR&TI table, the daemon decides that the packet is unicast, and
packet to the PIA daemon in order to check whether ti§@lls ip6 _output()  to forward the packet to the default
received packet is the anycast packet or not. router.

A. Receiving routing message IV. DEMONSTRATION OFPIA—SM
We assume that PIA and ARD messages are assigned a ne
protocol number. That is, the kernel can easily identify Pl't%
and ARD messages iip-intr() API. By detecting PIA
and ARD messageip-intr() invokessocket _send()

(see (1) in Figure 5) API o pass the message through the P Figure 6 shows the environment .used in our experiments.
daemon. The PIA daemon collects information of RPT from o ¢ &1€ two anycast receivers which have the same anycast

- L . address G 2001:218:ffcc:1::a ). There are also two
PIA and ARD messages. This information is stored into t'EIA routers ARol and ARo2. Anycast receivers are connected

RPT Information (RPTI) table. Table Il shows the structu;%ARoz’ and the client is connected to ARo1. We test sending
[

of RPTI for each anycast address. PIA daemon has R .
table as the list of each anycast address’s RPTI. The unicas"}/lpv6 Echo Request to the address G and check which

ackress of the RP for the anycas acress G is confiured B! 99168 10 Ecle packet o o clent i acion, we
the administrator. PIA daemon searches the next hop of e 9 y 9

RP based on unicast routing and the next hop is the upstre%?PWaAS)Br:ggﬁrt mae;f:tgzgmzrsn;s"gr mztrri'gai\évjlpﬂ’?;?] ds
PIA router for the address G. After that the PIA daem Pp wingo - p y

o) o o
writes entries of downstream routers/receivers into RPTI ﬂﬂi MPVE Echo Request packets to the deSt'r.'at'O” speC|f_|ed_by
the address G. e argument of the program. The node having the destination

address then receives the ICMPv6 Echo Request packets, and
returns ICMPv6 Echo Reply packets to the sender. First we set

W this section, we show that anycast packets are forwarded
the selected anycast receiver by routers what the imple-
mented PIA daemon works on.

B. Receiving data packets metrics of Anycast Receiver 1 and 2 to be 5 and 10, respec-
All packets except routing messages are passed throdiyely. We then rurpingé program by setting the destination
ip6 _forward() API by ip-intr() . ip6 _forward() address to the anycast address2G0(1:218:ffcc:1::a ).

API lookups the entry of the unicast routing table for th®uring running pingé , we change the metric of Anycast



Anycast Receiver 1 (metric 5) % ping6 2001:218:ffcc:1::a
unicast address PING6(56=40+8+8 bytes) 3ffe:ffie:0:1:202:55f fe2d:408b --
PIA router 2 3ffe:fffe:0:2:260:8ff:feb0:16cc . . q
unicast address link-local address >2001:218:ffcc:1::a
PIA router 1 3ffe:fife:0:2::1 1e80::260:8ff:feb0:16cc Rez:iavsetr 1< 1 6 bytes fr%rT;ﬂI? ﬁe.g;f"f:et..o '2'2(? (;_18(1;f.feb0.1 6ec,
Unicast address link-local address anycast address iemp_seg=0 niim=6b4 ime=0. ms
3ffe:fffe:0:1::1 1e80::201:8011:1e05:66b5 2001:218:ffcc:1::a 16 bytes from 3ffe:fffe:0:2:260:8ff:feb0:16cc,
\.icmp_seq=1 hlim=64 time=0.524 ms
HDEI

[ (16 bytes from 3ffe:fffe:0:2:240:63ff:fed5:bbe3,

R Anycast icmp_seg=2 hlim=64 time=0.696 ms
e — Rezeiver 2 4 16 bytes from 3ffe:fffe:0:2:240:63ff:fed5:bbe3,

icmp_seq=3 hlim=64 time=0.624 ms
Anycast Receiver 2 (metric 10 = 3) j6 bytes from :_Bﬁe:fﬁe:_o:2:240:63ff:1‘ed5:bb93,

HDD Unicast address \.icmp_seqg=4 hlim=64 time=0.604 ms

%n i 3ffe:fffe:0:1:240:63ff:fed5:bbe3
link-local address . . .
: 1280::240:63ff-fed5:bbe3 Fig. 7. Output of ping6 on the client
Client anycast address
3ife:fife:0:1:202:55(f:fe2d:408b 2001:218:ffcc:1::a

#1 03:50:01.6154 11 1680::201:80ff:fe05:66b5 > f02::1: HBH

. . icmp6: multicast listener query max resp delay: 10000 addr. :: [hlim1]
Fig. 6. the network components for the experiments #2 03:50:33.616021 1680::260:8ff:feb0:16¢c > 1102::2: HBH
icmpé: multicast listener report max resp delay: 100004— ::e[:r:?:esp)m
addr. 2001:218:ffcc:1::a [hlim1]
#3 03:51:42.636088 1680::202:55ff:fe2d:408b > f{02::2: HBH ARD Report
icmp6: multicast listener report max resp delay: 10000 (metric 10)

Receiver 2 to be 3. We also check the source address ICMP\  addr. 2001:218:ffcc:1::a [hlim1]

- #4 03:51:42 706088 3ffe:fffe:0:1::1 >
Echo Reply packets from the output ping6 . Bfferffie:0:2:11: pim v2 Register [jpg] *— "'A Capsule

Figure 7 shows the result ofpingé  program. #503:52:37.8467323ﬁe:ﬁfe:0:1:202:55ﬁ:fe2d:408b>}

Anycast Receiver 1

2001:218:ffcc:1::a: icmp6: echo request
is selected

From this result, . the source address pf firSt 46 03:50:38.856477 3ffe fife:0-2:260 8if-feb0: 1600 >
two ICMPVE = replies are  Anycast  ReCeNer 1 e sos o s son o 1o HaH
. - . . . 10238, esl:: E ‘1elaq: > 220
(3ff8fff6022608fff8b016cc ) HOWEVGI', icmp6: multicast listener report max resp delay: 10000 +—— ::e[:r;eg)ort
after the third packet (icmpeq=2), the source address _ addr.2001:218ficc:1:a [hiim1]
. #803:52:38.776615 3ffefffe:0:1::1 > PIA Capsule
of last three packets are changed to Anycast RecCeiVE™ sicifie:0:2::1: pimv2 Register [lios] * —
2(3ffe:fffe:0: 1:240:63ff:fed5:bbe3 ) It is #9 03:52:38.856615 3ffe:fffe:0:1:202:55ff:fe2d:408b >
. . 2001:218:ffcc:1::a: icmp6: echo request Anycast Receiver 2
because we change the metric of Anycast Receiver 2 t0 be 10 03:52:39.846502 3ife-fife:0:2:240:63f-fod5bbe3 > (- is selected
at the time between receiving the second reply and sendin  3ffe:fffe:0:1:202:55ff:fe2d:408b: icmp6: echo reply
the third request. Figure 8 shows the outputtgbdump
program running on ARo2. In this figure there are ten packdi. 8. Result of the experiment with Echo Request/Reply
in total. Also, packets #1, #2, #3 and #8 are indicated by
multicast listener query/report packets while actual packets
El\i/lrEDARDd 1‘\‘:3’/ repcl)(rt packeti. It is becausde the fgrmat Yfstem and verify that the router can forward anycast packets
an packets are the same afmpdump does 5 mqst appropriate anycast receiver.

not have a filter for ARD messages. So we regard such MLD 1he implemented PIA-SM selects an anycast receiver but

packets as ARD packets. _ _ that selection does not depend on any client but the RP,
First, ARo2 sends ARD Query message in order t0 disCOVgLihers traffic of anycast packets on the RP. In addition, PIA

anycast receivers (#1). By the trigger on setting metrics, by ter adds the entry of anycast addresses as host entries (i.e.

anycast receivers send ARD Report messages to ARo2 (packgities with prefixlen 128) into its unicast routing table. These

#2 is from Anycast Receiver 1, packet #3 from Receiver 2);opems generate the serious scalability problem when we use

Then the client startpingé program for the anycast addresg|a_g\ as the anycast routing protocol in the global network.

G. Packet #4 and #8 are the encapsulated anycast packet\{/§-should solve these problems in the future.

Echo Request) from the client. This packet is forwarded to

the RP ARo02J from the SR ARo) of the client. Packets

#5 and #9 are ICMPv6 Echo Request messages destined to

the anycast addre¥001:218:ffcc:1::a . Packets #6 is [1] C. Patridge, T. Mendez, and W. Milliken, “Host anycasting service,’
ICMPV6 Echo Repl f A R . RFC1546 November 1993.
V6 Echo Reply messages sent from Anycast Receivefo] 5. peering and R. Hinden, “Internet protocol, version 6 (IPv6) specifica-

(3ffe:fffe:0:2:260:8ff:feb0:16cc ). After packet tion,” RFC2460 December 1998.

#7 was captured, Anycast Receiver 2 changes its metric tol3.R._Hinden and S. Deering, “IP version 6 addressing architecture,’
RFC3513 April 2003.

Then the ARD Report message is sent to ARo2 (packet #?AA J. Hagino and K. Ettikan, “An analysis of IPv6 anycadtjternet draft
After that, ICMPv6 Echo Reply (packet #10) for packet #9 is draft-ietf-ipngwg-ipv6-anycast-analysis-02.txt )

i i June 2003. work in progress.
sent f.rom AnycaSt Receiver 2, because the metric Of.AnyC tS. Doi, S. Ata, H. Kitamura, M. Murata, and H. Miyahara, “Protocol
Rece_'ver 2 is smaller than the one of Anycast Receiver 1 design for anycast communication in IPv6 network,”Rroceedings of
that time. 2003 IEEE Pacific Rim Conference on Communications, Computers and
Signal Processing (PACRIM'03}Victoria), pp. 470-473, Aug. 2003.
[6] S. Doi, S. Ata, H. Kitamura, and M. Murata, “IPv6 Anycast for Sim-
V. CONCLUSIONS ple and Effective Communications|EEE Communications Magazine
vol. 42, no. 5, pp. 163-171, May 2004.

In this paper we design a new anycast routing protoci@l B. Haberman and D. Thaler, “Host-based anycast using MUBtgrnet
called PIA-SM which realize IPv6 anycast communications. draft draft-haberman-ipngwg-host-anycast-01.ixt » May
.. . . 2002. (Expired November 2002).
In addition we implement the PIA-SM router on an existing
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