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SUMMARY
In order to increase TCP performance in an ad hoc network,

support from the lower layers of the transport layer is required.
Although retransmission by the data link layer is generally re-
quired for errors on a wireless channel in ad hoc networks, dupli-
cate packets due to the disappearance of a receipt check can be
generated at the same time and increase network vain load. In the
high load networks, packets tend to collide, and duplicate packets
are often generated. Once loads begin to become high, the loads
will increase further and further. Although TCP controls con-
gestion, TCP tends to experience such a situation, because TCP
cannot respond to the increase of the load by duplicate packets.
In this paper we propose a technique of performing retransmis-
sion of the data link layer efficiently according to the load of the
nodes. We have found that throughput can be improved by up
to 16% with this technique by means of simulation experiments.
key words: Ad hoc networks, TCP (Transmission Control Pro-
tocol), Data link layer, Retransmission, Throughput, Simulation

1. Introduction

In recent years, the application area of ad hoc networks
has been expanding, and the interconnection with wired
networks and the demand for the same service offered in
wired networks are increasing. In wired networks, since
TCP (Transmission Control Protocol) is generally used
as a transport layer protocol, it is used for communi-
cation also in ad hoc networks. Generally, a wireless
channel has a more unstable transmission quality than
a wired circuit, and since packet loss occurs frequently,
also in a wireless network by the cellular communication
system, the technique for transmitting TCP efficiently
has been a problem. Moreover, since an ad hoc net-
work becomes a multi-stage composition of a wireless
channel and movement of terminals is generated, cut-
ting of a connection and change of a route will tend to
take place, and the performance of TCP will deterio-
rate remarkably. Therefore, also in an ad hoc network,
it is important to establish a technique for transmitting
TCP efficiently.
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Many studies to the improvement of TCP perfor-
mance have been dedicated over ad hoc networks [1-
8]. Much of this research has focused on TCP perfor-
mance degradation caused by terminal movement. For
example, [5] and [6] produce techniques that distinguish
route failure and congestion, and decide whether to con-
trol congestion or not. Therefore, they can cope with
situations correctly. In [7] and [8], new transport layer
protocols that are suitable for ad hoc networks are in-
troduced. However, in this paper, we do not modify
TCP because we regard the seamless communication
between wired networks and ad hoc networks as the
most important subject.

In data link layer, retransmission is generally re-
quired for errors on a wireless channel in ad hoc net-
works. However, if a receipt check is lost by an error
or a collision, duplicate packets will occur at the same
time and increase the vain load of the network. In a
high load network, packets tend to collide and duplicate
packets are often generated. Namely, once the load be-
gins to become high, the load will increase further and
further. Although TCP controls congestion, TCP tends
to experience such a situation, because TCP raises the
window size in order to obtain as good a throughput as
possible and cannot correspond to the increase of the
load by duplicate packets peculiar to an ad hoc net-
work. Therefore, we propose a technique of performing
retransmission of the data link layer efficiently accord-
ing to the load of nodes. If the load of a network is
high, since the collision probability of a packet is high,
the interval in which to retransmit a packet is extended.
Conversely, if the load of a network is low, the response
time of TCP will be shorter by retransmitting quickly.
To evaluate this technique, we applied it to an ad hoc
network that uses table-driven routing with fixed ter-
minals [9] In a fixed ad hoc network, packet losses are
caused mainly by packet collisions rather than by node
mobility. In this way, we clearly see the effect of this
technique.

This paper is organized as follows. In Section 2, we
begin by describing the target ad hoc network system.
In Section 3, we investigate the problem of collisions of
packets and the high incidence of duplicate packets due
to the high load of the network and propose a technique
to control retransmission. Then, we evaluate this tech-
nique by means of simulation in Section 4. Finally, we
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conclude this paper and outline future research topics
in Section 5.

2. System Description of Target Ad Hoc Net-
work

In this section, we introduce an ad hoc network sys-
tem this research targets. The Flexible Radio Net-
work (FRN) is a multi-hop wireless network system.
We omit the details of the protocol of FRN and de-
scribe only the portion relevant to this paper.

In the FRN, the wireless channel is divided into
fixed-length time slots. When a packet is to be sent,
the node wanting to send the packet does a carrier sense
at the start of the time slot and this carrier sense pre-
vents the packet from colliding with another. In ad-
dition, acknowledgement between neighboring nodes is
done using a packet which is also used for forwarding
from one node to the next. Every neighboring node
in a wireless network can receive packets from a node
even when it is not the packet source/destination. We
call such a packet a relay echo in the FRN. The fi-
nal destination node of a packet does not forward the
packet, instead sending a relay echo, and so it sends a
FRN ACK packet to the previous node. Forwarding of
a packet and sending of a FRN ACK are done in the
time slot immediately after the slot in which the node
receives the packet.

When the transmission of a packet fails because of
a link failure or packet collision, the node resends the
packet after waiting for a random number of time slots
to prevent another packet collision. Although this ran-
dom number of time slots is generally within a range of
three to five slots, the most desirable number of slots is
undetermined. We therefore examined the interval of
random time slots, setting it as 3-5 slots (the conven-
tional number) as the shortest interval, 3-9 slots, 3-13
slots, · · · ,and 3-25 slots as the longest interval.

3. Technique to Control Packet Retransmis-
sion

3.1 Packet Collisions in High Load Situations

When TCP is used over an ad hoc network, TCP raises
window size in order to obtain a better throughput.
By this mechanism, the network load becomes high au-
tomatically and collisions of packets occur frequently.
Moreover, duplicate packets due to the disappearance
of receipt checks increase load and may degrade per-
formance. The process in which the duplicate packets
generate is shown in Figure 1. Figures 1(a) and 1(b)
show that a packet is forwarded to a destination node.
However, if a relay echo of the packet collides with an-
other packet (Figure 1(c)), the node will not know that
the packet could be forwarded correctly and will for-
ward the packet to another node again (Figure 1(e)).

Source Destination
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Source Destination
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(f)

Fig. 1 An example of a process of duplicate packets generation

In addition, in Figure 1(f), duplicate packets exist in
the network. Therefore, once the load increases, it will
continue to increase and the network will fail eventu-
ally. Although TCP controls congestion, TCP tends to
experience such situations, because TCP raises window
size in order to obtain as good a throughput as possible
and cannot correspond to the increase of the load by
duplicate packets peculiar to an ad hoc network.

We then noted that retransmission by the data
link layer overlaps retransmission of TCP and con-
sidered suppressing unnecessary retransmission by the
data link layer. When the load of the network is light
and when the error rate of a wireless channel is low,
the probability that a packet will be transmitted cor-
rectly is high. Therefore, we felt that the necessity for
retransmission by the data link layer is low in that sit-
uation and did not want to retransmit by the data link
layer. However, it turns out that such a method is diffi-
cult. The state where the error rate is high or the high
state of the network load have a high probability that a
relay echo will not come by a collision or a loss, etc., of
a packet, and the receipt check of transmission becomes
difficult. Retransmitting in such a state causes the gen-
eration of duplicate packets and leads to further load
increase. Therefore, it is difficult to control whether it
retransmits by the data link layer or not by means of
the error rate or network load.

3.2 Proposed Technique

Here, we propose a technique for improving the
throughput of TCP by controlling the interval of re-
transmission according to the load of a node and re-
transmitting packets efficiently. When the load of a
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Table 1 An example of transmitting history

Sequence Number 3 4 4 · · ·
Destination Node 5 Node 5 Node 2 · · ·

Time 1003.03 1004.10 1004.60 · · ·
OK or NG © × © · · ·

1

Maximum
Interval

Load of a Node

Minimum
Interval

0

(slots)

(Transmitting failure probability)

Fig. 2 Changing the retransmission interval by load

node is high, in order to avoid a collision, dispersion of
the interval of retransmission is enlarged. Conversely,
when the load of a node is low, dispersion of a retrans-
mitting interval is made small. By this technique, when
load is high, the number of collisions decreases and a
duplicate packet generation is suppressed. When load is
low, a packet is retransmitted quickly, the response time
of TCP becomes short, and the throughput of TCP im-
proves.

We shall now describe the detailed contents of this
proposal. We regard the transmitting failure probabil-
ity of a node as the load of the node circumference, be-
cause a possibility that a packet will collide and trans-
mission will go wrong is high when load is high. Each
node preserves the transmitting history of the packet
sent from itself, and saves whether the transmission
succeeded or not, as shown in Table 1. A certain num-
ber of history is held during a fixed time. Each node
gets transmitting failure probability from this history
and regards it as the load of the node circumference.
Next, each node controls the dispersion of a retrans-
mission interval from its load. The dispersion of the
retransmission interval is extended in proportion to the
load, as shown in Figure 2. A horizontal axis is the load
drawn from the transmitting history and a vertical axis
serves as an interval corresponding to it. A node selects
the minimum interval when the node judges that there
is no load. The interval is extended according to the
increase of the load and reaches the maximum at last.

Since the time to stay in each relay node will be
changed by the load when this technique is used, it be-
comes difficult to set up a maximum lifetime by the
source node. Therefore, we decided to discard a packet
on the basis of the retransmission count that the packet
experienced, because a packet with many retransmis-
sions has a high possibility of being a duplicate packet
(as we explained in Figure 1) and has a high possi-
bility of not reaching a destination node. Specifically,

every packet records the number of retransmissions in
its header and will be discarded when the value exceeds
a threshold that is set up by the source node. We call
this threshold the “maximum count of retransmission”
and will evaluate how this value should be set up in the
following section.

We describe the difference between our pro-
posal and backoff mechanism of CSMA/CD (Carrier
Sense Multiple Access with Collision Detection). In
CSMA/CD, if a transmission of a certain frame goes
wrong, the retransmission will be delayed exponentially.
In that a retransmission interval is changed according
to load, our proposal and CSMA/CD are similar. How-
ever in CSMA/CD, a node selects the shortest retrans-
mission interval with the following frame, if it succeeds
in transmitting one frame. This shows that load is not
reflected correctly in CSMA/CD. We think that the
high load situation continues for a while. The width of
a retransmission interval should reflect the load at that
time, and it should not be initialized if a transmission
of one packet is successful. If a retransmission interval
is initialized for every successful transmission, collisions
will occur frequently and the performance will deteri-
orate, especially in a high load situation. Therefore,
our proposal that refers to load and controls retrans-
missions is effective.

4. Simulation and Evaluation

4.1 Simulation Model

We evaluated our proposed technique through simula-
tions using ns-2 [11] with its radio propagation model
extended by the CMU Monarch Project [12]. We used
the IEEE 802.11 multicast transmission mode for all
packet transmissions with a slight modification to sim-
ulate the FRN time slots. In all simulations, the time
slots were synchronized at all nodes. This mode is a
single-hop multicast that does not produce the channel
reservation mechanism that is produced by RTS/CTS
of the IEEE 802.11 unicast mode. The radio transmis-
sion range was 250 m and each node’s buffer capacity
was large enough to inhibit buffer overflow in our simu-
lations. Each node exchanged its network configuration
table at intervals sufficiently long to not affect the sys-
tem performance. We used throughput as a measure of
performance. The throughput was defined as the av-
erage number of acknowledged data packets sent from
every node per time slot. That is, we measured the
total network performance. Furthermore, we used the
network topology of Figure 3. A circle and a number
in the circle mean a node and its address. A line con-
necting two nodes means that they can communicate
directly.
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Fig. 3 Network topologies

4.2 Maximum Count of Retransmission

First, we evaluated the maximum count of retransmis-
sion. We observed change of the throughput when
changing the maximum count of retransmission by us-
ing the chain topologies of 4 hop, 6 hop, and 8 hop.
By using these topologies, we understood the influence
that the hop number has on the maximum count of
retransmission. We generated the random error of a
wireless channel as 0% and 5%.

We show change of the throughput by the count of
maximum retransmission when not generating the ran-
dom error of a wireless channel in Figure 4. Figure 4(a)
shows change of the throughput when the retransmis-
sion interval is set as 3-5 time slots. In this figure, if
the maximum count of retransmission is set as a large
value, the throughput of the connection of 6 hop and
8 hop will fall. This is because packets will pile up on
the middle nodes and raise the load of a network, if the
maximum count of retransmission is enlarged through a
connection with a large hop number when a retransmis-
sion interval is short and the possibility of collisions is
high. We show the throughput when setting a retrans-
mission interval as 3-17 time slots in Figure 4(b) and the
connection of every hop number has the same tendency.
This is because we set a large retransmission interval
and collisions of packets do not occur frequently.

Figure 5 shows the result when setting the rate of
random error of a wireless channel at 5%. It turns out
that packet stays occur frequently and the throughput
becomes low in a smaller maximum count of retrans-
mission (Figure 5(a)). Moreover, from Figure 5(b),
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Fig. 4 Change of the throughput according to a maximum
count of retransmission without the error of a wireless channel in
chain topologies

although packet collisions decrease since the retrans-
mission interval is lengthened, when the error rate of
a wireless channel is high, the possibility that retrans-
mission for which it waited so long will go wrong is
high. For this reason, piling up of packets occurs from
a small maximum count of retransmission and change
of throughput by the maximum count of retransmission
is no longer seen.

Although we considered it better for the connec-
tion with a large hop number to make a large maxi-
mum count of retransmission, it is shown that this is
not correct. The connection with a large hop number
tends to generate collisions of packets, and also tends
to generate packet pile ups. This result showed that it
was better to make the maximum count of retransmis-
sion small to some extent and to prevent packet stays.
Moreover, when the rate of an error is made high in the
connection of a long hop and a retransmission interval
is set up short, there is a place where the throughput
becomes good. This shows that it is meaningless to de-
lay retransmissions, because piling up of packets may
occur, and this may lead to the fall of a throughput
when the error rate of a wireless channel is high.

Next, we set the maximum count of retransmis-
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Fig. 5 Change of the throughput according to a maximum
count of retransmission with the 5% random error of a wireless
channel in chain topologies

sion at 4 and show the throughput when changing the
dispersion of a retransmission interval in Figure 6. Fig-
ure 6(a) is the result when not generating the error
of a wireless channel, and we can see the fall of the
throughput when the retransmission interval is length-
ened with 3-21 time slots. If a retransmission interval
is extended too much, end-to-end transmission will be-
come slow and the throughput will fall. Figure 6(b) is
the result when generating the random error of a 5%
wireless channel. In the topology of the large hop, the
retransmission interval of 3-5 time slots obtained the
best throughput. This is because the waiting time is
long when error of a wireless channel and piling up of
a packet have occurred if a retransmission interval is
made in 3-9 time slots.

We observed change of the throughput by the max-
imum count of retransmission for various topologies.
The results are shown in Figure 7. The tendency
of every topology is almost the same and 3, 4, or 5
times of maximum retransmission count become the
best throughputs, as before. Therefore, we set the max-
imum count of retransmission at 4 when we evaluate our
proposal from now on.
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Fig. 6 Change of the throughput according to the retransmis-
sion interval

4.3 Evaluation of Proposed Technique

First, we simulate the technique of changing the disper-
sion of a retransmission interval dynamically according
to the load of a node by using chain topologies of 4 hop
and 8 hop. We set the error of the wireless channel
at 0%, set the maximum count of retransmission at 4,
and set the number of transmitting history at 10 for the
present. The results are shown in Figure 8. The line
of the graph has the the same dispersion of the short-
est retransmission interval when judging the load to be
nothing. The dispersion of the longest retransmission
interval becomes large, so that it travels on a horizontal
axis to the right. That is, if the graph of “Minimum
Interval:3-5” becomes the retransmission interval of 3-
5 when the load is 0, and the “Maximum Interval” of
the horizontal axis is enlarged, the degree that extends
the dispersion of a retransmission interval by load will
become large.

In the case of a 4-hop chain topology (Figure 8(a)),
the maximum throughput when nodes control the dis-
persion of a retransmission interval dynamically with
the load (shortest dispersion: 3-5 time slots, longest
dispersion: 3-13 time slots) improves about 6% over



6
IEICE TRANS. COMMUN., VOL.Exx–B, NO.xx XXXX 200x

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  2  4  6  8  10  12

T
hr

ou
gh

pu
t

Maximum Count of Retransmission

Error Rate: 0%, Interval of Retransmission: 3-5
Error Rate: 5%, Interval of Retransmission: 3-5

Error Rate: 0%, Interval of Retransmission: 3-17
Error Rate: 5%, Interval of Retransmission: 3-17

(a) 2 connections of 8 hop in cross-chain

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  2  4  6  8  10  12

T
hr

ou
gh

pu
t

Maximum Count of Retransmission

Error Rate: 0%, Interval of Retransmission: 3-5
Error Rate: 5%, Interval of Retransmission: 3-5

Error Rate: 0%, Interval of Retransmission: 3-17
Error Rate: 5%, Interval of Retransmission: 3-17

(b) mesh topology

Fig. 7 Change of the throughput according to a maximum
count of retransmission in cross-chain topologies

the maximum throughput when nodes do not change
the dispersion (fixed retransmission interval: 3-9 time
slots). We evaluate by changing the transmitting his-
tory number (Figure 9). The rate of improvement be-
comes small when we set a small number for the trans-
mitting history, such as 2, 4, and 6. When we set a large
number such as 12, the rate of improvement becomes
small similarly. This shows that the load cannot be
judged correctly with only a few histories. Conversely,
when a node has many histories, the node cannot re-
spond to the load change. Therefore, we set the number
of the transmitting history at 10 from now on.

In the case of an 8-hop chain topology (Fig-
ure 8(b)), the throughput when setting a retransmis-
sion interval to the shortest 3-5 time slots and longest
3-17 time slots improved about 10% over a throughput
at the fixed retransmission-interval time of 3-13 time
slots. The rate of improvement of the 8 hop is higher
than that of the 4 hop. We think that this is because
there is a place of high load and low load since the num-
ber of the hop is long. Therefore, we look at the effect
of the technique by the various topologies.

We evaluate our proposal in a 4-hop cross-chain
topology, 8-hop cross-chain topology, and 19node mesh
topology. The results are shown in Figures 10 and 11.
In the 4-hop cross-chain topology, the tendency changes
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Fig. 8 Change of the throughput when changing a retransmis-
sion interval dynamically
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little from the previous chain topology. This is because
the topology is quite narrow and there is little load
change within the topology. In this case, the through-
put when setting a retransmission interval to the short-
est 3-5 time slots and longest 3-17 time slots improved
about 6% over the throughput at the time of the fixed
retransmission-interval at the 3-9 time slots. In the 8-
hop cross-chain topology and in mesh topology, the rate
of improvement is 10% and 16%, respectively. These
topologies have many nodes and nodes from which the
loads differ from each other occur easily. Therefore, the
rate of improvement becomes high in these cases.
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Fig. 10 Change of the throughput when changing a retrans-
mission interval dynamically in cross-chain topologies
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Fig. 11 Change of the throughput when changing a retrans-
mission interval dynamically in mesh topology

Finally, we observe the effect of our proposal when
generating the random error of a wireless channel. We
made the probability of a random error 5%, and chose
an 8-hop chain topology and mesh topology in brief.
The results are shown in Figure 12. Although the
throughput falls on the whole, the two results are al-
most same as those when we did not generate the ran-
dom error of a wireless channel. In addition, in the case
of an 8-hop chain topology, the rate of improvement of
a throughput is 7.5%. In the case of mesh topology, it
is 12.7%. This shows that the proposal is effective also
in the high state of an error, although the rate of im-
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Fig. 12 Change of the throughput when changing a retrans-
mission interval dynamically with 5% random error of a wireless
channel

provement falls a little compared with the case where
an error does not occur.

5. Conclusion

In this paper, we focused on the increased load and
packet collisions in TCP, and the fact that packet col-
lisions generate duplicate packets. Therefore, we pro-
posed a technique that adjusts the interval of retrans-
mission by the load of a node, and showed through
simulation that this technique can retransmit efficiently
according to the load of the node. In the simulation,
the technique improved the TCP performance by up to
16%. We also showed that the technique is effective in
the case when errors occur.

By these data link layer techniques, TCP’s per-
formance has been improved. However, we know that
support from the lower layer of TCP is not only from
the data link layer but also from the network layer.
Therefore, we will develop a routing protocol suitable
for using TCP in ad hoc networks. For example, as it
is possible that many routes exist in a network where
many nodes exists, we can perform routing so that load
may be distributed, packet collisions reduced, and TCP
performance improved.
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