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SUMMARY In this paper, we propose a novel analysis method for
large-scale networks with consideration of the behavior of the conges-
tion control mechanism of TCP. In the analysis, we model the behavior
of TCP at end-host and network link as an independent system, and com-
bine them into a single system in order to analyze the entire network.
Using this analysis, we can analyze a large-scale network, i.e. with over
100/1,000/10,000 routers/hosts/links and 100,000 TCP connections in sub-
stantially short time. Especially, a calculation time of our analysis, it is
different from that of ns-2, is independent of a network bandwidth and/or
propagation delay. Specifically, we can derive the utilization of the network
links, the packet loss ratio of the link buffer, the round-trip time (RTT) and
the throughput of TCP connections, and the location and degree of the net-
work congestion. We validate our approximate analysis by comparing an-
alytic results with simulation ones. We also show that our analysis method
treats the behavior of TCP connection in a large-scale network appropri-
ately.
key words: TCP (Transmission Control Protocol), Large-Scale Network,
Fluid Flow Approximation

1. Introduction

In recent years, the numbers of internet nodes/hosts and in-
ternet users have been increasing exponentially. For exam-
ple, the number of computers connected to the Internet was
about 250 million in February 2004, whereas by January
2005 it had increased to about 350 million. This means that
the number of internet hosts has increased by about 40%
in only 11 months [1]. Consequently, the importance of
design and performance analysis techniques for large-scale
networks is increasing. However, currently, there are no ef-
fective methods for analyzing such large-scale networks.

One important factor for determining the performance
of the Internet is the congestion control mechanisms of TCP.
One reason for this is that TCP traffic accounts for a large
proportion of current internet traffic [2]. However, when
considering the design and performance analysis issues of
a large-scale network, the TCP congestion control mecha-
nism, which is based on a feedback control, has been ne-
glected. Most previous studies on large-scale network de-
sign assume that the constant-rate UDP flows as traffic de-
mand [3-5]. For example, in [5], the authors revealed that
the router-level topology of the current Internet follows a
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power-law distribution, as a consequence of seeking to max-
imize the throughput of the network subject to technologi-
cal constraints on link capacities, packet processing speeds,
and the number of input/output links. However, in [5], only
the UDP flow with constant bit rate is considered as network
traffic, while the packet loss in a network is ignored. That is,
it does not include the effect of the behavior of TCP, which
uses packet loss as feedback information from the network
and regulates the packet transmission rate.

On the other hand, there have been some studies done
on the relationship between the congestion control mech-
anisms of TCP and network performance [6-8]. In these
studies, the authors utilized TCP traffic as network traffic
and revealed in detail various characteristics on the inter-
action between TCP behavior and the underlying networks.
However, in most of these studies, the number of TCP con-
nections which can be treated is limited to thousands, and
very simple network topologies, such as a dumbbell-type
network, are used. One of the reasons for this may be the
limitations of network simulators such as ns-2 [9].

There have also been many studies on methods for
analyzing a large-scale network and many flows modeled
using a fluid-flow approximation [10-12]. For example,
in [10], a performance evaluation technique for large-scale
networks using a fluid approximation model has been pro-
posed. In [10], the congestion control mechanisms of TCP
and the active queue management mechanism are modeled.
In addition, the effect of the routers’ packet processing
speed is also modeled through explicit modeling of the or-
der of the routers in which each TCP connection traverses.
However, to the best of our knowledge, these studies are cur-
rently in the establishment phase in terms of creating anal-
ysis methods. As such, there is no means of finding out
the interaction effect of a large number of TCP connections,
i.e. with over 10,000 connections, and a large-scale network
with over 100/1,000/1,000 routers/hosts/links.

In this paper, we propose a novel analysis method for
such large-scale networks that takes into consideration the
behavior of the congestion control mechanism of TCP. In
the analysis, we model each network component (end-host’s
TCP and network link) as an independent system, and then
combine them into one system in order to analyze the en-
tire network. Note that we assume many TCP flows on
each network link and utilize appropriate modeling methods
based on this assumption. Using this analysis, we can anal-
ysis a large-scale network, i.e. with over 100/1,000/10,000
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routers/hosts/links and 100,000 TCP connections in sub-
stantially short time. Especially, a calculation time of our
analysis, it is different from that of ns-2, is independent of a
network bandwidth and/or propagation delay. Specifically,
we derive the utilization of the network link, packet loss ra-
tio of the link buffer, the round-trip time (RTT) and through-
put of TCP connections, and the location and the degree of
the network congestion. Consequently, we are then in a po-
sition to answer the following questions based on the anal-
ysis results: When the network traffic increases, which link
will become congested? Which access networks and core
networks are bottlenecks for the entire network? Which
part of the network should be upgraded when we want to
increase the network performance? If networking technolo-
gies in access/core networks, such as the link bandwidth and
the number of input/output ports of routers, are improved,
how will the congestion points of the network move (or will
they remain unchanged)? Furthermore, will the end-to-end
TCP throughput increase as we expect? By answering the
above questions, we can use the proposed analysis method
to design future high-speed and large scale networks.

This paper is organized as follows. In Section 2, we
introduce the network model and traffic models used in this
paper. In Section 3, we describe the analysis methods used
in modeling a TCP and a network link as independent sys-
tems. By combining these models, we obtain the model for
the entire network. In section 4, we present several numer-
ical examples of the analysis results. First, we validate our
proposed analysis technique by comparing the analytic re-
sults with simulation results. Next, we show some analysis
results for large scale networks and demonstrate the validity
of the proposed analysis method. Finally, in Section 5, we
conclude the paper and discuss future work.

2. Network and Traffic Models

In this section, we introduce the models of network and traf-
fic used in this paper. In the analysis, we analyze the average
behavior of the entire network when there are many TCP
connections present.

2.1 Network Model

Figure 1 shows the network model used in the analysis. The
model consists of nodes and links, where the nodes corre-
spond to a host or a router, and the links to links between
routers and hosts. Let v and w (v, w ∈ R) be nodes, where
R is a set of nodes in a network. The ordered pair (v, w)
refers to the unidirectional link from node v to node w. Note
that, in this analysis, link (v, w) differs from link (w, v). Let
L be a set of links in a network and L(χ) be a set of links
that the TCP connection χ traverses. The link capacity and
propagation delay of link (v, w) are denoted by μ (v,w) and
τ(v,w), respectively. In this analysis, each router is assumed
to have separate output buffers for each outgoing link. The
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τ(v,w): propagation delay of link (v,w)

b(v,w): output buffer size to link (v,w)

Fig. 1: Network Model in the Analysis

Table 1 Notations for network model

R set of source and destination hosts and routers
L set of links

L(χ) set of links that TCP connection χ traverses
μ(v,w) capacity of link (v, w)

τ(v,w) propagation delay of link
b(v,w) output link buffer size to (v, w) at node v

C set of TCP connections
C(v, w) set of TCP connections traversing link (v, w)

buffer size of the output link buffer to link (v, w) at node v
is denoted by b(v,w).

TCP connections are established between end hosts ac-
cording to the amount of traffic defined in Section 2.2. C
is a set of TCP connections. After determining the route
which each TCP connection traverses, we can determine
C(v, w), which is a set of TCP connections that traverse
link (v, w). In the numerical example in Section 4 we use
Dijkstra’s shortest path algorithm for determining the route
which each TCP connection traverses. Note that we could
apply any kind of routing algorithm. For example, we could
evaluate the effect of the overlay routing algorithm by ap-
plying the algorithm to the TCP connections which join the
overlay network. We summarize the notations employed in
the network model in Table 1.

In this paper, we use a Drop-Tail discipline at a router
buffer, and focus on the average behavior of queue occu-
pancy at the router buffer. Note that we can apply other
kinds of queuing disciplines, such as Random Early Detec-
tion (RED) and a mixture of multiple disciplines, by apply-
ing the appropriate model to the router buffer. For example,
for RED discipline, we can use the existing model in [8].

2.2 Traffic Model

The amount of network traffic is determined using the “grav-
ity model” [13]. By applying the basic gravity model, we
assume that the amount of traffic from router v to router w
is proportional to the product of the amount of traffic that
enters the network at router v and the amount of traffic that
leaves the network at router w. In this analysis, we assume
that the network traffic is generated from the router to which
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the end host is connected. In what follows, we call the router
an “edge router”. We also assume that the amount of traffic
injected into/leaving from the edge router is proportional to
the number of end hosts connected to the edge router. Fi-
nally, the number of TCP connections between edge routers
is taken to be proportional to the amount of traffic between
the edge routers. The number of TCP connections that tra-
verse from edge router v to w is defined as

N(v,w) = α× Ev ·Ew, (1)

whereEv andEw are the numbers of end hosts connected to
the edge routers v and w, respectively, and α is a parameter
for determining the overall amount of network traffic.

In this paper, for the sake of simplicity, we employ the
TCP Reno version for TCP traffic. Note that we can eas-
ily treat other versions of TCP by using appropriate models
for TCP throughput. Moreover, we can also analyze a net-
work which has different TCP versions in the same network.
Hereafter, TCP Reno is simply denoted as TCP unless noted
otherwise.

3. Analysis

In the analysis, we first model a TCP and a network link
as independent systems. We then combine them into an en-
tire network system and create simultaneous equations. By
solving the equations, we can derive various network char-
acteristics, such as the window size and throughput of TCP
connections, the buffer occupancy and the packet loss ratio
of network links. We also propose a method for decreasing
the complexity of the simultaneous equations by removing
links which do not cause congestion.

3.1 Modeling of TCP Behavior

We focus on the average behavior of a TCP connection,
which varies the average window size depending on the
packet loss ratio. That is, we model a TCP connection as
a system with one input (packet loss ratio) and one output
(average window size). Given a packet loss ratio dχ and a
RTT rχ of a TCP connection χ, λχ, the average throughput
of a TCP connection, can be calculated using the following
result [14];

λχ =
1

rχ

(√
2dχ
3 + 6

√
3b dχ

2 dχ(1 + 32d2
χ)

) , (2)

where b is the number of required data packets for a TCP
receiver to generate one ACK packet, and To is the initial
value of the TCP retransmission timeout. By applying b =
1 and To = 4 rχ [15], the average size of the congestion
window of TCP connection χ, denoted by wχ, can be given
by;

wχ =
1√

2pχ
3 + 6

√
3b pχ

2 pχ(1 + 32p2
χ)
. (3)

Table 2 Notations for TCP model

wχ congestion window size of TCP connection χ
τχ round trip propagation delay of TCP connection χ
rχ RTT of TCP connection χ
dχ packet loss ratio of TCP connection χ
λχ throughput of TCP connection χ

d(v,w) packet loss ratio at output buffer of link (v, w)

q(v,w) number of packets in output link buffer of link (v, w)

Let q(v,w) and d(v,w) be the number of packets in the output
link buffer and the packet loss ratio at link (v, w), respec-
tively. Then, we can derive the packet loss ratio for TCP
connection χ, denoted by dχ, as follows;

dχ = 1 −
∏

(v,w)∈L(χ)

(1 − d(v,w)), (4)

We can also derive rχ and τχ, which are the RTT of the
TCP connection χ and the round-trip propagation delay of
the TCP connection rχ which does not include the queuing
delay at traversing links, respectively, as follows;

rχ = τχ +
∑

(v,w)∈L(χ)

q(v,w)

μ(v,w)
(5)

τχ =
∑

(v,w)∈L(χ)

τ(v,w) (6)

We summarize the notations used in this subsection in Ta-
ble 2.

3.2 Modeling of Network Link

We focus on the behavior of a network link when TCP con-
nections, which have certain values of congestion window
size, traverse the link. Therefore, the network link is mod-
eled as a system with one input (window sizes of TCP con-
nections) and one output (packet loss ratio).

In [16], the authors have revealed the following char-
acteristic on TCP connections traversing a link: when the
number of TCP connections is sufficiently large and the TCP
connections do not behave in a synchronized fashion, the
sum of the congestion window size of the TCP connections
follows a normal distribution. Since we are interested in
large-scale networks having a large number of TCP connec-
tions, we utilize the above characteristics. Then, we can
calculate d(v,w), the packet loss ratio at the buffer of link
(v, w), as follows;

d(v,w) = Prob[q(v,w) > b(v,w)]

= 1 − 1
2
Erf

(
b(v,w) − q(v,w)

σ(q(v,w))

)
, (7)

where σ(q(v,w)) is the standard deviation of the distribution
of the number of packets in the output link buffer of link
(v, w), andErf() is the error function. The analysis in [16]
assumes that the standard deviation of the distribution of the
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Fig. 2: Evolution of TCP congestion window

number of packets in the output link buffer is identical to
that of the sum of the congestion window size of the TCP
connections traversing the link. We therefore derive d (v,w)

based on this assumption as follows.
Figure 2 depicts the typical change in the congestion

window size of a TCP connection. By assuming that the
TCP connection is always in the congestion avoidance phase
(this assumption is reasonable when the packet loss ratio is
small), we can regard the variation of the congestion win-
dow size as a uniform distribution with a lower limit of
2wχ/3 and an upper limit of 4wχ/3, where wχ is the av-
erage size of the congestion window of the TCP connection.
Consequently, we can obtain the standard deviation of the
window size of the TCP connection as follows;

σ(wχ) =
wχ

3
√

3
.

By assuming that the distributions of the window size of
all TCP connections are independent and identical, we can
determine the standard deviation of the distribution of the
sum of the window size of the TCP connections traversing
link (v, w) by using the following equation;

σ

⎛
⎝ ∑
χ∈C(lv,w)

wχ

⎞
⎠ = σ

⎛
⎝√ ∑

χ∈C(lv,w)

σ(wχ)2

⎞
⎠ . (8)

In addition, we utilize the assumption that when link (v, w)
is congested, the sum of the throughput of TCP connections
traversing link (v, w) becomes the link capacity μ(v,w);

μ(v,w) =
∑

χ∈C(v,w)

λχ. (9)

3.3 Connecting Systems and Analysis

We regard Equations (2) – (6) and ((8) – (9)) as simulta-
neous equations, and solve them for wχ, d(v,w), and q(v,w).
We then obtain the window size and throughput of each TCP
connection, the number of packets in the output link buffer
and the packet loss ratio at each network link. The straight-
forward nature of the analysis is one of the advantages of
our analysis method.

3.4 Reduction of Analysis Model

In the actual network, the number of congested links is not
as large as the total number of links. The number of packets
in the buffer and the packet loss ratio of uncongested links
become zero. By removing such uncongested links from the
analysis calculation, we can reduce the calculation time. In
our analysis, we utilize the following method for reducing
the number of links from the analysis. Note that the follow-
ing method is based on the similar method in [10], but we
have extended the method to accommodate TCP traffic.

1. Calculate the “maximum” throughput of each TCP
connection.

A maximum throughput maxλχ of TCP connection χ
traverses link (v, w), where v is the source node of TCP
connection χ and is defined as follows;

maxλχ = μ(v,w) ×
1
τχ∑

ψ∈C(v,w)
1
τψ

.

2. Calculate the “maximum” amount of traffic of each
network link.

We take the maximum amount of traffic maxT(v,w) of
link (v, w) to be the sum of the maximum through-
put λψ(ψ ∈ C(v, w)) of TCP connections traversing
the link,

maxT(v,w) =
∑

ψ∈C(v,w)

maxλψ

3. Compare the maximum amount of traffic with the
bandwidth at each link.

case 1 ∀(v, w)maxT(v,w) ≤ μ(v,w).
There is no congestion at links which satisfy
maxT(v,w) < μ(v,w). We remove these uncon-
gested links from the analysis model and reduce
the complexity of the model.

case 2 ∃(v, w)maxT(v,w) > μ(v,w).
We change the maximum throughput of the TCP
connections. We focus on link (v, w), which has
the maximum difference between the maximum
amount of traffic maxT(v,w) and the bandwidth
μ(v,w) of link (v, w). Then, we change the maxi-
mum throughput of TCP connections as follows.
Let αχ(χ ∈ C(v, w)) be the maximum through-
put of TCP connections. We divide the link ca-
pacity μ(v,w) by the inverse ratio of propagation
delays of TCP connections traversing (v, w). We
denote them as βχ(χ ∈ C(v, w)). In the case of
αχ ≤ βχ, we assign βχ to αχ. Then, we repeat
Step 2.
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: middle router : edge router : end host

Fig. 3: Network model for testing the accuracy of the analysis method

Table 3 Parameter Settings (1)

Link Bandwidth Prop. Delay Buffer Size
lmm 622 [Mbit/s] (OC12) 5 [ms] 1,043 [packet]
lme 155 [Mbit/s] (OC3) 5 [ms] 850 [packet]
lee 10 [Mbit/s] 10 [ms] 1,500 [packet]

4. Numerical Examples

In this section, we verify the accuracy of the analysis method
by comparing the analysis and simulation results. We then
show analytic results for large-scale networks and demon-
strate the ability of the proposed analysis method.

4.1 Accuracy of Analysis Method

We use the network model depicted in Fig. 3 for assessing
the accuracy of the analysis method. The network topology
consists of “middle routers”, “edge routers” and “end hosts”.
For simplicity, we denote links between middle routers as
lmm, those between middle routers and edge routers as lme,
and those between edge routers and end hosts as lee.The
bandwidth, propagation delay, and output link buffer size
were set to the values shown in Tab. 3. We set α in Eq. 1 to
2/45. In this setting, the total number of TCP connections
in the network becomes 2, 250. The number of TCP con-
nections between edge routers is determined by the gravity-
model introduced in Section 2.2. To obtain the simulation
results, we utilized an ns-2 simulator and conducted the
simulation using the same network model as of the analy-
sis. The simulation time was 1,050 [s], and we omit the
results for the initial 50 [s] to avoid the effect of unstable
behavior at the beginning of the simulation. The packet size
was set to 1,000 [bytes]. Our experiment is carried on a
Dell powerEdge 1850, which has two Intel Xeon processors
(3.80GHz) and 4GB memory. Note that we can not con-
duct the ns-2 simulation for the larger scale networks than
in Fig. 3.

Figures 4 and 5 show the analytic and simulation re-
sults when the bandwidth of the access links is set to 10
and 20 [Mbit/s], respectively. Figures 4(a) and 5(a) plot
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Fig. 4: Access link bandwidth = 10 [Mbit/s]

the utilization of the links. Figures 4(b) and 5(b) show the
packet loss ratio of links having non-zero packet loss ratio
and Figs. 4(c) and 5(c) show the throughput of TCP con-
nections in the network. In the simulation results of these
figures, we plot the link utilization and the packet loss ratio
and the TCP throughput in decreasing order of their value.
In the analytic results of these figures, we plot them in the
same order as those of the the analytic results to compare
the analytic result with the simulation ones. We also add
which type of the link gives the corresponding results in
Figs. 4(a),(b), and 5(a),(b).

It can be found that the analytic results results give the
close estimation of the simulation results. In particular, in
respect to the utilization of the links, it can be found that our
analytic results show very good agreement with the simu-
lation results. However, in terms of the TCP throughput,
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Fig. 5: Access link bandwidth = 20 [Mbit/s]

it can be found that our analytic results are different from
simulation results especially when the TCP throughput of
the simulation results is comparatively large (Figure 4(c)).
This is because of the deviation of packet loss occurrences
among TCP connections in simulation. That is, packets of
“lucky TCP connections” are seldom lost, and many pack-
ets of “unlucky TCP connections” are lost, which brings the
fluctuation of the throughput of TCP connections. In other
words, the 1,050 [s] of the simulation time is small to obtain
the average throughput of TCP connections in this situation.
This is one of the shortcomings of the simulation, whereas
the analysis method in this paper directly gives the result of
the average TCP throughput.

From Fig. 4, we can see that when the bandwidth of
the lee is 10 [Mbit/s], the bottleneck point in the network
is the link lee. Note that our analytic results and simula-

: core router : middle router : edge router : end host

:

:
72

Fig. 6: Network model for analysis of large-scale network

tion ones show that the same links are bottlenecks. From
Figs. 5, we can see that when the bandwidth of the lee is 20
[Mbit/s], the bottleneck point in the network moves to the
link lme, Note that our analytic and simulation results find
the same links as bottleneck links. From the above results,
we conclude that our analysis can precisely determine the
bottleneck point precisely.

4.2 Analysis Results of Large-Scale Network

In this subsection we give examples of the analytic results
on the large-scale network. Figure 6 shows the network
model used in the analysis. This network topology was
created according to the characteristics of the actual router-
level topology, which was described in [5], where the core
routers have a smaller number of links with higher band-
width, whereas the edge routers have a larger number of
links with lower bandwidth. The network topology consists
of “core routers”, “middle routers”, “edge routers” and “end
hosts”. For simplicity, we denote links between core routers
as lcc, those between core routers and middle routers as l cm,
those between middle routers and edge routers as lme, and
those between edge routers and end hosts as lee. The band-
width, propagation delay, and output link buffer size were
set to the values shown in Tab. 4. Note that the buffer sizes
of all links except lee were set according to the guidelines
given in [16], where the number of connections at l cc, lcm,
and lme was assumed to be 10,000, 1,000, and 1,000, re-
spectively, and the average RTT of TCP connection was as-
sumed to 150 (ms). We set α in Eq. 1 to 20/5, 184. In
this setting, the total number of TCP connections in the net-
work becomes 103, 680. The number of TCP connections
between edge routers is determined by the gravity-model as
in the previous subsection. It is unable for the ns-2 simulator
to carry out the simulation of this scale of network.

Figure 7 shows the analytic results when the bandwidth
of lee, which is the access link bandwidth, had the values
10, 50, and 100 [Mbit/s]. Figures 7(a) and (b) plot the aver-
age link utilization and the average packet loss ratio of the
links lcc, lcm, lme and lee, respectively. From Fig. 7(a), we
can observe that the utilization of the links inside the net-
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Table 4 Parameter Settings (2)

Link Bandwidth Prop. Delay Buffer Size
lcc 10 [Gbit/s] (OC192) 15 [ms] 3,750 [packet]
lcm 2.5 [Gbit/s] (OC48) 5 [ms] 2,370 [packet]
lme 1 [Gbit/s] (GE) 5 [ms] 1,185 [packet]
lee 10 [Mbit/s] 10 [ms] 1,500 [packet]
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Fig. 7: Effect of access link bandwidth

work (lcc, lcm, and lme) increases as the bandwidth of lee
increases. Furthermore, we can see that when the bandwidth
of the link lee is 10 [Mbit/s], the bottleneck point in the net-
work is the link lee, but when it is increased to 50 [Mbit/s],
the bottleneck point moves to the link lme. This movement
of the bottleneck point is confirmed by Fig. 7(b), where the
packet loss probability of lme is more than that of lee when
the lee is 50 [Mbit/s]. These results mean that by increas-
ing the access link bandwidth, the capacity of the core net-
work becomes comparatively small. We can see such a sit-
uation easily by using the analytic results, without the need
for time-consuming simulation experiments.

We next show the results when we vary the number
of TCP connections in the network to 51,840, 103,680,
and 207,360, by changing α to 10/5, 184, 20/5, 184, and
40/5, 184, respectively. We set the bandwidth of the link lee
to 10 [Mbit/s]. Figures 8(a) and 8(b) show the average link
utilization and the average packet loss ratio of the links l cc,
lcm, lme, and lee. We can determine the following network
characteristics of the networks from the analytic results. The
link utilization remains unchanged when the number of TCP
connections changes. This clearly shows the greedy nature

0

0.2

0.4

0.6

0.8

1

1.2

lcc lcm lme lee

U
t
il
iz
a
t
io
n

51840

103680

207360

(a) Link Utilization

0

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

0.0007

0.0008

0.0009

0.001

lcc lcm lme lee

P
a
c
k
e
t
 
lo
s
s
 
r
a
t
io

51840

103680

207360

(b) Packet Loss Ratio

Fig. 8: Effect of the number of TCP connections

of the congestion control mechanism of TCP: TCP always
tries to fully utilize the link bandwidth when the receive
socket buffer size is large enough. The effect of increasing
the number of TCP connections is found on the packet loss
ratio, shown in Fig. 8(b). This again demonstrates the nature
of TCP connections. From these results, we have confirmed
that our analysis method can describe the behavior of TCP
connections in a large-scale network appropriately.

5. Conclusion and Future Work

In this paper, we have proposed a novel analysis method for
such large-scale networks with consideration of the behavior
of the congestion control mechanism of TCP. In the analysis,
we have modeled each network component (end-host’s TCP
and network link) as a independent system, and interconnect
them into one system for analyzing the entire network. By
the analysis, we have derived the utilization of the network
link, packet loss ratio of the link buffer, the round-trip time
and throughput of TCP connections, and the location and
the degree of the network congestion. By showing some nu-
merical examples, we have shown that our analysis method
can treat the behavior of TCP connection in the large-scale
network appropriately.

In recent years, data transmission between the end-
hosts may be carried out via overlay nodes by dividing the
end-to-end TCP connection into multiple split TCP connec-
tions. It would be capable to apply our proposed analysis
method to design a overlay network. For future work, we



8
IEICE TRANS. COMMUN., VOL.Exx–??, NO.xx XXXX 200x

plant to resolve the “location of overlay nodes problem” and
“path between overlay nodes choice problem” by the analy-
sis method in this paper. We use Dijkstra’s shortest path al-
gorithm for determining the route which each TCP connec-
tion traverses. It would be interesting to use other routing
algorithms and show how the end-to-end TCP throughput
changes. For instance, evaluating TCP throughput when us-
ing ETR (Estimated-TCP-throughput Maximization based
Routing) algorithm [17] for determining the route in a large-
scale network would be interesting. It would be important
to analyze a network which has new TCP variants proposed
for high-speed and large-delay networks. By using our pro-
posed analysis method, we can investigate the influence of
such TCP variants to a large-scale network; how will the
congestion points of the network move by introducing such
TCP variants ? Our analysis can be easily applied to such
a situation. In case of HSTCP [18], for example, we can
easily model the throughput of an HSTCP by extending the
approach proposed in [14].
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