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Abstract— In this paper, we model DCCP congestion control mechanism and RED as independent discrete-time
systems using fluid-flow approximation. By interconnecting DCCP connections and RED routers, we model the
entire network as a feedback system callRGCP/RED We then analyze the steady state performance and the
transient state performance of DCCP/RED. Specifically, we derive the packet transmission rate of DCCP connections,
the packet transmission rate, the packet loss probability, and the average queue length of the RED router in steady
state. Moreover, we investigate the parameter region where DCCP/RED operates stably by linearizing DCCP/RED
around its equilibrium point. We also evaluate the transient state performance of DCCP/RED in terms of ramp-up
time, overshoot, and settling time. Consequently, we show that the stability and the transient state performance of
DCCP/RED degrade when the weight of the exponential weighted moving average, which is one of RED control
parameters, is small. To solve this problem, by adding changes to the function with which RED determines the
packet loss probability, we propose RED-IQI (RED with Immediate Queue Information), as an applications of our
analytic result. We analyze the transient state performance of the feedback system DCCP/RED-IQI where DCCP
connections and RED-IQI routers are interconnected. Consequently, we show that DCCP/RED-IQI has significantly
better transient state performance than DCCP/RED.

Key-Words DCCP (Datagram Congestion Control Protocol), RED (Random Early Detection), Control Theory,
Fluid-flow Approximation, Steady State Performance, Transient State Performance

1. Introduction On the contrary, TCP has a mechanism for adjusting

In recent years, real-time applications, such as vid&de Packet transmission rate according to the available
streaming, IP telephone, TV conference, and netwop@ndwidth of the network by performing congestion con-
game, become popular rapidly by increasing speed 9! between source and destination hosts. However, TCP
the network, or the rising demand for multimedia agS @ transport layer protocol originally designed for data
plications [1]. Generally, either UDP (User Datagrarfansfer applications that can tolerate a certain amount
Protocol) [2] or TCP (Transmission Control Protocol) [3f transmission delay [S]. Since the congestion control
has been used as a transport layer protocol for real-tifi@chanism of TCP is the AIMD (Additive Increase and
applications. Since the Internet is a best-effort netwolultiplicative Decrease) window flow control, the packet
where multiple users share the network bandwidth, &itnsmission rate from a source host fluctuates at the time
network applications need to have a mechanism féfale of approximately round-trip time. Although such
adapting to congestion status of the network. Howevdctuation is not a problem when using TCP with non-
UDP is simply a protocol for datagram transfer, angfaltime applications such as data transfer applications,
does not have a mechanism for controlling netwofk Pecomes a serious problem in real-time applications
congestion. Hence, when a real-time application use4ch as video streaming [5].

UDP as a transport layer protocol, it is necessary forDCCP (Datagram Congestion Control Protocol) is
the application to implement a certain congestion cotherefore proposed as a new transport layer protocol
trol mechanism at an application layer for preventinfpr real-time applications [6]. DCCP performs conges-
congestion collapse of the network [4]. tion control between source and destination hosts, and



an application using DCCP can choose the type ofln the literature, there exist not many theoretical
congestion control mechanisms. Currently, “TCP-liketudies on DCCP [12]. On the contrary, in the litera-
congestion control profile” [7] that performs congestioture, many studies on the congestion control mechanism
control similar to TCP, and “TFRC congestion contrabf TCP, which is adopted in the TCP-like congestion
profile” [8] that performs congestion control similar tacontrol profile of DCCP, have extensively performed [13-
TFRC (TCP Friendly Rate Control) are proposed. 20]. In particular, characteristics of the mixed environ-
In the TCP-like congestion control profile, an AIMDment of TCP connections and RED routers have been
window control is performed as with TCP [7]. Theextensively studied. For instance, in [14-16], the con-
AIMD window control additively increases the windowgestion control mechanism of TCP and RED are modeled
size (i.e., the number of packets that can be transmit@slindependent discrete-time systems. The entire network
in a round-trip time) until a source host detects netwoik then modeled as a feedback system where TCP
congestion. If congestion in the network is detected,cannections and the RED router are interconnected. By
source host multiplicatively decreases the window sizapplying control theory, the steady state performance and
Therefore, the packet transmission rate of DCCP usitite transient state performance of the TCP congestion
the TCP-like congestion control profile fluctuates at thgontrol mechanism and RED are analyzed. Moreover,
time scale of approximately round-trip time. Hence, fon [13, 17, 18], the TCP congestion control mechanism
instance, DCCP with the TCP-like congestion contréind RED are modeled as independent continuous-time
profile is suitable for a streaming application that buffeigystems, and the steady state performance of RED is
a large amount of data at a destination host [7]. analyzed. In [20], it is shown that the transient state
On the contrary, in the TFRC congestion contrgderformance and the robustness of RED improve, when
profile, variation of the packet transmission rate caus#te function with which RED determines the packet
by the TCP-like congestion control profile is prevented9ss probability is changed to a concave function to the
and congestion control is performed so that the netwoakerage queue length.
bandwidth is fairly shared with other competing TCP Although characteristics of the mixed environment of
connections [8]. In DCCP with the TFRC congestiofCP congestion control mechanism and RED have been
control profile, a destination host primarily performsufficiently investigated, characteristics of the mixed
congestion control. Namely, in the TFRC congestioenvironment of TFRC congestion control mechanism
control profile, the destination host detects network coand RED have not been sufficiently studied [5, 21-
gestion and notifies it of a source host. The source h@8]. In particular, to the best of our knowledge, tran-
adjusts the packet transmission rate from a source hsint state performance of TFRC has not been fully
based on the congestion information (ejgacket loss investigated. In [21], fairness between TCP-friendly
event ratg notified from the destination host. For in+ate control mechanism and TCP in steady state is
stance, DCCP with the TFRC congestion control profievaluated with simulations and traffic measurements of
is suitable for a streaming application that buffers a sméltle Internet. Moreover, in [5], fairness between TFRC
amount of data at a destination host [8]. and TCP is evaluated by simulation. The transient state
Whereas DCCP performs congestion control betwegarformance of a TCP-friendly rate control mechanism
source and destination hosts, AQM (Active Queue Mais also evaluated. However, these studies assume that all
agement) mechanisms that perform congestion controrauters are DropTail and the effect of the interaction
routers in the network have been capturing the spotlighgétween TFRC connections and RED routers has not
in recent years [4, 9]. A representative AQM mecHdeen fully investigated [22, 23].
anism is RED (Random Early Detection) [10], which In this paper, we therefore model DCCP congestion
probabilistically discards an arriving packet. With REDgontrol mechanism and RED as independent discrete-
as compared with the conventional DropTail, the avetime systems by using the modeling approach in [14-
age queue length (i.e., the average number of pack&€. We then analyze the steady state performance and
in the buffer) of the router can be kept small, anthe transient state performance of DCCP/RED. Specif-
high throughput can be achieved [10, 11]. In particulacally, we derive the packet transmission rate of DCCP
keeping the average queue length small is effective égonnections, the packet transmission rate, the packet
decreasing the end-to-end transmission delay. Hencepgts probability, and the average queue length of the
is expected that an AQM mechanism is effective for redRED router in steady state. Moreover, we investigate
time applications. the parameter region where DCCP/RED operates stably



by linearizing DCCP/RED around its equilibrium pointa lost packet.
We also evaluate the transient state performance ofin DCCP, applications using DCCP can choose a con-
DCCP/RED in terms of ramp-up time, overshoot, angestion control mechanism by specifying the congestion
settling time. Consequently, we shown that the stab@entrol profile. The identifier called CCID (Congestion
ity and the transient state performance of DCCP/REDontrol IDentifier) is assigned to each congestion control
degrade when the weight of the exponential weightgalofile supported by DCCP. At the time of connection
moving average, which is one of RED control paestablishment, source and destination hosts of DCCP
rameters, is small. To solve this problem, by addingxchange information on supported CCIDs, and ne-
changes to the function with which RED determinegotiate the congestion control profile used during the
the packet loss probability, we propose RED-IQI (RE@ata transfer. Moreover, DCCP supports ECN [24] and
with Immediate Queue Information), as an applicatioSCN Nonce [25], which are mechanisms by which the
of our analytic result. We analyze the transient stateuter explicitly notifies the congestion occurrence of
performance of the feedback system DCCP/RED-IQhe source host. Currently, CCID2 (TCP-like congestion
where DCCP connections and RED-IQI routers are integentrol profile) and CCID3 (TFRC congestion control
connected. Consequently, we show that DCCP/RED-IQIofile) are supported as congestion control profiles [7,
has significantly better transient state performance thap
DCCP/RED. In the TCP-like congestion control profile, the AIMD
The organization of this paper is as follows. In Sewindow control is performed similarly to TCP [7]. In the
tion 2, we briefly explain the overview of DCCP andAIMD window control, a source host additively increases
its two congestion control profiles: the TCP-like conthe window size (i.e., the number of packets that can be
gestion control profile and the TFRC congestion controansmitted in a round-trip time) until the source host
profile. In Section 3, we model DCCP congestion comletects network congestion. If the network congestion is
trol mechanism and RED as independent discrete-tidetected, the source host multiplicatively decreases the
systems. By interconnecting these models, we obtaiuindow size. However, the TCP-like congestion control
DCCP/RED model, the model of the entire networlprofile of DCCP differs from TCP congestion control in
In Section 4, we derive the packet transmission ratiee following four points.
of DCCP connections, the packet transmission rate, theFirst, the congestion control of DCCP is performed
packet loss probability, and the average queue lengilso to ACK packets from a destination host to a
of the RED router in steady state. In Section 5, wsource host using thACK Ratio mechanisnfi7]. The
analyze the transient state performance of DCCP/REfansmission rate of ACK packets that a destination host
by linearizing DCCP/RED around its equilibrium pointreturns to a source host is determined by the ACK Ratio.
Moreover, in Section 6, we present several numetpecifically, when the ACK Ratio i, the destination
cal examples and show quantitatively how the steaéipst of DCCP will send one ACK packet back to the
state performance and the transient state performancgoifirce host peR? data packets received from a source
DCCP/RED change with the bottleneck link bandwidthost.
and the propagation delay of the network. We also showSecond, since DCCP is an unreliable transport layer
that the stability and the transient state performance grbtocol, a source host of DCCP does not retransmit a
DCCP/RED degrade when the weight of the exponentighcket [7]. In the congestion control mechanism of TCP,
weighted moving average is small. In Section 7, Wwghen a packet is discarded, the source host identifies
propose RED-IQI by adding changes to the functiophether it is a retransmission packet. However, such
with which RED determines the packet loss probabilitprocedure is not performed in DCCP.
We then analyze the transient state performance ofThird, a destination host of DCCP can notify the cause
DCCP/RED-IQI. Finally, in Section 8, we conclude thigf a packet loss of a source host [7]. This is realized
paper and discuss future works. by the Data Dropped optiorcontained in ACK packets
from a destination host to a source host. For instance,
the destination host can notify it of the source host
DCCP is a transport layer protocol designed for realvhether the packet loss is resulted from bit error of the
time applications [6]. The reliable data transfer is ndtansmission link or buffer overflow at the destination
guaranteed in DCCP. Namely, even if a packet is dibost.
carded in the network, a source host does not retransmifourth, the TCP-like congestion control profile of

2. DCCP (Datagram Congestion Control Protocol)



propagation delay:t

DCCP does not perform the flow control; i.e., only ]
the AIMD window control is performed. The buffer 5555 \DCCP output: () DocP
management of a destination host, which is performed by source RED output: y(k) destination 1
TCP congestion control mechanism using the advertisiriycF input: X("x RED RED

. . . router router 5

window, is not perfgrmed in DCCP. _ : Bomeneck link bandwidi: 1 :
On the contrary, in the TFRC congestion control pro- / RED input: x(k)
source N RED control parameters: destination N

file, TCP-friendly congestion control that can fairly share maxp, wq, minth, maxth
bandwidth with competing TCP congestion control is RED buffer size: L
performed, avoiding variation of the packet transmission

rate [8]. In DCCP with the TFRC congestion control Fig. 1. Analytic model

profile, congestion control is primarily performed at

a destination host. Namely, in DCCP with the TFRC

congestion control profile, a destination host detects

network congestion, and it is notified of a source host.

The source host adjusts the packet transmission rate from network parameters

a source host based on the congestion information (e.g., N number of DCCP connections .

packet loss event rate) notified from the destination host. 7~ Wo-way propagation delay of DCCP connection
. . . /L bottleneck link bandwidth

The TFRC congestion control profile of DCCP differs I buffer size of RED router

from TFRC congestion control in the following point. A

TABLE 1
DEFINITION OF SYMBOLS

time slot

In the TFRC congestion control profile, a destination - _DCCF parameters
host can notify the cause of a packet loss of a source “(¥) Tetraneresion t?ﬂ?;?if cCip?
host [8]. This is realized similarly to the TCP-like  , (k) packet loss event rate of CCID3

congestion control profile using the Data Dropped option  R(k)  round-trip time

contained in ACK packets. _ RED parameters
max,  Maximum packet loss probability
3. Modeling DCCP and RED miny,  minimum threshold

mazy, — Maximum threshold
In this paper, we model DCCP congestion control w,  Wweight of exponential weighted moving average
mechanism and RED as independent discrete-time sys- 4(k) ~ current queue length
. . . (k) average queue length
tems with a time slot ofA. We model the entire network (k)  packet loss probability
as a single feedback system where DCCP connections
and RED routers are interconnected. First, we model the

congestion control mechanism of DCCP as a discrete-

time system, where the input is the packet arrival rate af@St by ACK packets, to unify the input and the output
the models to the packet arrival/transmission rate.

destination host and the output is the packet transmissf?f_n ) ) ;
rate from a source host. Next. we model RED as <jnce information on the arrival status of packets at a

discrete-time system, where the input is the packet arrifiStination host is included in ACK packets, a source
rate and the output is the packet transmission rate. host can estimate the packet arrival rate at a destination

Figure 1 shows the analytic model used in this papcg\‘?St'
N DCCP connections share the single bottleneck link.In this analysis, we assume the followings; since
All DCCP connections’ two-way propagation delays ar@CCP is mainly used for real-time applications, it is
equal, which are denoted by The bottleneck link band- assumed that a source host always has data to transfer.
width is denoted by:. We denote four control parameterdVhen the packet loss probability of the network is
of RED by max, (maximum packet loss probability),small and DCCP congestion control works appropri-
mazy, (Maximum threshold)ming, (minimum thresh- ately, DCCP operates in the congestion avoidance phase.
0|d), and wy (We|ght of exponentia| We|ghted movingTthEfore, DCCP with the TCP-like congestion control
average). Furthermore, RED buffer size is denoted Byofile is assumed to operate in the congestion avoidance
L. Table 1 shows the definition of symbols used in thighase.
analysis. First, we model change of the DCCP window size.

In this analysis, we introduce a concepttbé packet The packet loss probability in the network is denoted by
arrival rate at a destination hoshotified of a source p, and the DCCP window size is denoted #y Change



of the DCCP window size is given by [26] Next, we model the congestion control mechanism of
1 1 DCCP with the TFRC congestion control profile as a
w o wt(l-p)——p(l-pro(w,p)); discrete-time system. The inputk) of DCCP with the
4w(k) TFRC congestion control profile is the packet arrival rate
—ppro(w,p) ( - 1> at the destination host notified of the source host at slot

3
k. Moreover, the outpuy(k) is the packet transmission
wherepro(w, p) is the probability that DCCP detects the €ate from a source host at slbt

packet Iosséazr;[he tlmke(:ult mechabnlzrrtwheg;he window. WThe packet loss event rate at slbtis defined by
size isw and the packet loss probability is[27]: pe(k), and the DCCP connection’s round-trip tingk).

2w
3

pro(w,p) = Suppose that the source host receives an ACK packet at
(I-1=p3) A+ 1=pB31—(1-p)3)) slot . In this case, the DCCP source host changes the
(I—(1—p)v) © transmission ratg(k + 1) at slotk + 1 as [28]
p(k) is defined as the packet loss probability at glon y(k+1) = min(X(pe(k), R(k)),22(k)), (4)

the network,R(k) the DCCP round-trip time, and (k) where X (p.(k), R(k)) is given by

the DCCP window size. The packet loss probability of

the network that a source host detects atklistgiven by X (Pe(k), R(k)) =

p(k— %). Suppose that ACK packets are not discarded 1

due to congestion on the path from a destination host to () 2pe( ) 4 tpp <3 ?ch(k)pe(k)(l + 32pe(kf)2)>
a source host, the ACK Ratio value converges to 1 [7].

Hence, the DCCP window size(k + 1) at slotk+1is wheretgrro is the TCP retransmission timer, and is can

)

approximately given by be approximated byR(k) [28].
Supposing that a RED router discards a packet ran-
w(d) 1 domly with the probabilityp, the packet loss event rate
w(k +1) = w(k) + R(k) A{(l —p(5))w(k) (1) . measured by DCCP and the packet loss probability
2 w(k) at a RED router satisfy the following relation:
—p(0)(1 = pro(w(d),p(9)))— ) M A
dwl(k —5 = 1x Z (1 = pe(k))"" pe(k)
() prow(@).pe)("A 1)}, (k) ( )
whered = k — R(k)/A. + Z ( (1 —pe(k )A_lpe(k)) ,
The packet arrival rate at a destination hesk) is i=M+1

determined by the past packet transmission rate of ayhere A is the number of packetd! (= R(k) y(k))
source host and the past packet loss probability in thet arrive at the RED router during a round-trip time.
network,y(d) andp(d). Finally, we model the RED router as a discrete-time
a(k) = (1—p6)y(5) ) system. The input:(k) is the packet arrival rate at the
RED router at slotc. Moreover, the outpuy(k) is the
Thus, the DCCP packet transmission rate is given by thgcket transmission rate from the RED router at &lot
following equation from change of the DCCP window \ve definey as the bottleneck link bandwidth ap¢k)

size given by Eq. (1). as the probability that the RED router discards packets.
Since the packet arrival rate at the RED router:(%),
y(k+1) = (3) the packet transmission rate from the RED router is given
(k) 9 by (1 — p(k)) z(k). Furthermore, since the maximum
y(k) + AW - gAy(k) {y(0) — z(k)} packet transmission rate from the RED router is limited
Y by the output link bandwidth, the maximum gfk) is
X {1 — pro(z(8) R(6),1 — QC(k))} limited by the bottleneck link bandwidth. Hence, the
y(9) outputy(k) of RED is given by [26]
4 1
- {5uh) - 5} o) (@) y() = min((1 = p(k)) 2(k), 0. ©)
z(k) The current queue length of RED at slois denoted

xpro(x(6) R(6),1 — ——=)

y(6) by ¢(k), and the average queue length is denoted(ky.



When the buffer size of the RED router iis the current ~ Since the congestion control mechanism of DCCP
queue lengthy(k + 1) at slotk + 1 is given by [26] with the TCP-like congestion control profile is the
) AIMD window control, the window size oscillates when
g(k+1) = min[max{g(k) + (z(k) — 1) A,0}, 1) e feedback delay is not negligible. Consequently, the
Let ¢ be the current queue length of RED, ande the Packet transmission rate never converges to a fixed value.
average queue length of RED. RED updates the averd$@e that the output from our DCCP model with the

queue lengthy for every packet receipt as [10] TCP-like congestion control profile represents not an
instantaneous value of the oscillating packet transmission
7 (1 —wg) g+ wqq. (7) rate, but the expected value of the packet transmission

Since the packet arrival rate at slots z(k), the average rate.

. . : The packet transmission rate of DCCP and RED in
I t t slot 1 tel
g;e[;g] engtiy(k) at slotk + 1 is approximately given steady state { — oo) are denoted byy;, and yj,

respectively. LetN be the number of DCCP connec-
gk +1) ~ q(k)+ z(k) Awy(q(k) —g(k)). (8) tions. We can numerically obtaig;, andyy, by solving
| N equationsy(k + 1) = y(k) = yh, =(k) = % (Eq. (3)),
_I?ED determines thle pacl;et Il%ss probabiligy(k) from y(k +1) = y(k) = v}, andz(k) = Ny} (Eq. (5)).
its average queue lengyik) [10] as Focusing on the input?, and the outpuy of a RED
router, we have the following relation

0 if g(k) < min X N\
maty ( ) (q(k) thmin ) Yr = (1 -DP )xR7 (12)
—F — ming,
po(k) = { mazy, — ming (9)  wherep* is the packet loss probability at the RED router

if ming, < q(k) < mazy,

1 i g(k) > maz. in steady state. We can obtaif by solving Eqg. (12) for

p*. Furthermore, from Egs. (9) and ( 11), we can easily
Finally, the RED router discards arriving packets withbtain the average queue lengthof the RED router.

the probabilityp, (k) determined by 5. Transient State Analysis

pa(k) = Py (k) 7 (10) We then analyze the transient state performance
1 — count x py(k) of DCCP/RED by linearizing the discrete-time model
where count is the number of packets arrived at th@round its equilibrium point.

router since the last packet discarded. Since the packelirst, we focus on the feedback system where DCCP
loss probab”r[yp(k-) in the RED router is the average ofconnections with the TCP-like congestion control prOflIe

pa(k), it is given by [10] and RED routers are interconnected. The state of DCCP
and RED is determined by the packet arrival raggk)
p(k) = M_ (11) at the destination host (notified by a destination host via
1+ py(k) ACK packets) at slott, the packet transmission rates

Note that using the current queue lengti) of RED, ¥p(k)---yp(k— 2¢)) from the source host, the packet
a DCCP connection’s round-trip time at slotis given arrival/transmission rate of the RED router at slot

by xr(k) andygr(k). We introduce a state vectar(k) that
are composed of differences between each state variable
R(k) = @ 4T at slotk and its equilibrium value:

g o ap(k) — ap ]

4. Steady State Analysis yp(k) — b
In what follows, we analyze the steady state per-

formance of DCCP/RED utilizing analytic models con- x(k) = R(K) .
structed in Section 3. Specifically, we derive the packet yp(k = "x") — y,?
transmission rate of DCCP connections, the packet trans- zr(k) — fo
mission rate, the packet loss probability, and the average L yr(k) — Wk |

gueue length of RED in steady state. In Section 6, Wde focus on state transition between dland slotk+1.
will validate our approximate analysis by comparinglthough all discrete models (Eqgs. (1)—(3), (5)—(11)) in
numerical examples with simulation ones. our analysis are nonlinear, they can be written in the



following matrix form by linearizing them around their6. Numerical Examples

equilibrium valueszp, yp, v, andyp. In this section, by presenting some numerical ex-
B amples, we show quantitatively how the steady state
x(k+1) = Ax(k), (13) performance and the transient state performance of

whereA is the state transition matrix of the state vectd? CCP/RED change according to the bottleneck link
from x(k) to x(k-+1). The eigenvalues of the state transff@ndwidth and the propagation delay of the network.
tion matrix A determine the transient state performandg/rthermore, we validate our approximate analysis by
(i.e., convergence performance to the equilibrium poirfPMmparing analytic results with simulation ones.

of the discrete-time systems given by Egs. (1)-(3), (5)_Unless epr|C|_tIy sta_ted, in the foIIowmg numerical
(11) [29]. LetX;(1<i< % + 3) be the eigenvaluesexamples and simulations, values shown in Tab. 2 are
of the state transition matriA. The maximum absolute USed as control parameters and system parameters. We

value of eigenvaluesnfaximum modulysdetermines Performed simulation using ns-2 for the network topol-
the stability and the transient state performance of tR@Y Shown in Fig. 1. In this network, the link between
feedback system around its equilibrium point [29]. It {0 RED routers is the bottleneck, so that we focus
known that the smaller the maximum modulus is, tHi the packet loss probability and the average queue
better the transient state performance becomes. It is th of the upstream RED router. We run simulation

known that the system is stable if the maximum moduldi@" 150 [s] and used simulation result of the last 100 [s]

is less than 1.0. for measuring DCCP connections’ packet transmission

Next, we focus on the feedback system where DCdptes and the packet' loss probability of the RED router.
connections with the TFRC congestion control profilé/€ repeated simulation 19 times and measured averages
and RED routers are interconnected. The state of Dc&pthe DCCP connections’ packet transmission rates and
with the TFRC congestion control profile and Repe packet loss probability of the RED router.

are determined by the packet arrival rate,(k) at First, we focus on the steady state performan_ce_ of
the destination host at sldt , the packet transmissionDCCP/RED' We show the DCCP packet transmission

ratesyp (k) - - - yp (k — %) from the source host, and € for different settings of the bottleneck link band-

the packet arrival/transmission rate of RED,at siot Wid'f[h ir,1 Tg' 2. Here, we t_confijgulre ttr;)e_DCCP %On'
xr(k) andygr(k). Hence, the state vecter(k) that are hection's two-way propagation delay to = 50 an

composed of differences between each state variabIeTaE 100 [ms]_. Figure Z(a) shows resglts fgr DCCP
slot & and its equilibrium value is given by (14). with the TCP-like congestion control profile. Figure 2(b)

We assume that the DCCP destination host sendsszgﬁjwS for DCCP with the TFRC congestion control

. rofile.
ACK packe_t_to its source host evenyslots. We focus on i These figures indicate that the DCCP packet trans-
state transition between slétand slotk + n. Although . " : : )

. . : mission rate increases as the bottleneck link bandwidth
all discrete models in our analysis (Egs. (4)—(11)) are : :
nonlinear, they can be written in the following matrix 1o cases. Moreover, we compare analy_tlc results \.N'th
form by linearizing them around their equilibrium value§ImUIatlon ones. In DCCP with the TCP-like congestion
2 vt ot andut.. con_trol profile, some errors are ob_served be_‘tween an-

D Yp» T AEYR alytic results and simulation ones in the region where
x(k+n) = AB" 'x(k), (14) bottleneck link bandwidth is large. In other region,
analytic results and simulation ones coincide closely.
where A is the state transition matrix of the state vector We show the packet loss probability of the RED router
from x(k) to x(k + 1) when the DCCP source hostfor different settings of the bottleneck link bandwidth
receives an ACK packet (Eqg. (4)). Moreovd, is the in Fig. 3. The DCCP connection’s two-way propagation
state transition matrix of the state vector fronik) to delay is configured tor = 50 and = = 100 [ms].
x(k + 1) when the DCCP source host does not receivégure 3(a) shows results for DCCP with the TCP-like
any ACK packet (i.e.z(k + 1) = z(k)). AB" ! is congestion control profile. Figure 3(b) shows for DCCP
the state transition matrix of the state vector frafk) with the TFRC congestion control profile. These figures
to x(k + n). The eigenvalues of the state transitioshow that the packet loss probability of RED decreases
matrix determine the transient state performance (i.eapidly as the bottleneck link bandwidth increases. More-
the convergence performance to the equilibrium poindyer, it indicates that analytic results and simulation ones

of the discrete-time system given by Egs. (4)—(11). coincide with sufficient accuracy.



TABLE 2
PARAMETERS USED IN NUMERICAL EXAMPLE AND SIMULATION

network parameters

number of DCCP connections N 10
two-way propagation delay of DCCP connection 7 50, 100 [ms]
access link bandwidth 10 p [Mbit/s]
packet length of DCCP connection 1000 [byte]
RED parameters

maximum packet loss probability maxy 0.1
minimum threshold min:, 20 [packet]
maximum threshold mazy, 100 [packet]
weight of exponential weighted moving average w;q 0.002
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Fig. 2: DCCP/RED steady state performance (DCCP packet transmission rate)

Next, we focus on the transient state performance tf [ms].
DCCP/RED. Figure 4 shows the maximum modulus of These figures show that the maximum modulus in-

the state transition matrixA( or AB"~') of DCCP/RED creases as the bottleneck link bandwidth increases.
for different settings of the bottleneck link bandWIdthTmS means that the transient state performance of
Figure 4(a) shows results for DCCP with the TCP-likeCCP/RED degrades as the bottleneck link bandwidth
congestion control profile (Eq. (3)). Figure 4(b) showgcreases. Moreover, it can be found that the maximum
results for DCCP with the TFRC congestion contrahodulus increases as the weight of the exponential
profile (Eq. (4)). In these figures, the weight; of \eighted moving average of RED becomes small. This
the exponential weighted moving average of RED isan be explained as follows. The time for the average
Configured to 0.0002, 0.002 and 0.02. Moreover, tl’@ﬁjeue |ength of RED fo||owing Change of the network
number of DCCP connections I = 1, and the two- state increases as the weight, of the exponential
way propagation delay of DCCP connection 1s= \eighted moving average becomes small. Hence, it
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Fig. 3: DCCP/RED steady state performance (RED packet loss probability)

becomes slow that the packet loss probability of RE®0002, 0.002 and 0.02. Moreover, the number of DCCP
follows change of the network state. Namely, setting connections isV = 1, the bottleneck link bandwidth is
to be a small value has the same effect with increasipng= 4 [Mbit/s], and the two-way propagation delay of
the feedback delay of the entire network. DCCP isT = 10 [ms].

Finally, we investigate how the maximum modulus 'N€se results show that the ramp-up time and the

of the state transition matrix of DCCP/RED affects the€tting time become small as the weighi of the
transient state performance of DCCP/RED. Figure &Ponential weighted moving average of RED becomes
shows the evolution of the average queue lergi) |ar9e. Moreover, comparison of DCCP with the TCP-
of RED. Figure 5(a) shows results for DCCP with thike congestion control profile and DCCP with the TFRC

TCP-like congestion control profile. Figure 5(b) showsongestion control profile indicates that each congestion
for DCCP with the TFRC congestion control profile. control profile shows different characteristics regarding
the overshoot. Namely, the overshoot of DCCP with the

_ Furthermore, the average queue length the max- 1¢p._jike congestion control profile becomes small as the
imum modulus A of the state transition matrix of eignty, of the exponential weighted moving average
DCCP/RED, ramp-up time, overshoot and settling timg, comes large. On the contrary, overshoot of DCCP with

are shown in Tab. 3. In our experiments, ramp-up timge TERC congestion control profile becomes large:as
is defined as the time required for the average queyg.omes large.

length of RED to reach 95% of the equilibrium value. _ _

Overshoot is defined as the maximum difference of tHe RED-IQI (RED with Immediate Queue Informa-
average queue length of RED from the equilibrium valuéon)

Settling time is defined as the time required for the In Section 6, in the system where DCCP connections
average queue length of RED to be settled within 5%nd RED routers are interconnected, we have shown that
of the equilibrium value. The weight, of the exponen- the settling time becomes large as the weightof the

tial weighted moving average of RED is configured texponential weighted moving average becomes small.
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Fig. 4: DCCP/RED transient state performance (maximum modulus of the state transition matrix)

TABLE 3

DCCP/REDTRANSIENT STATE PERFORMANCE INDICES

wq profile q" A ramp-up time [ms] overshoot [packet] settling time [ms]
0.0002 CCID2 51.443 0.9996 560 27.846 36140
0.002 CCID2 51.443 0.9967 270 24.996 7960
0.02 CCID2 51.443 0.9678 180 17.217 920
0.0002 CCID3 71.724 0.9995 380 44,189 35320
0.002 CCID3 71.724 0.9954 40 45.408 7200
0.02 CCID3 71.724 0.9533 30 54.653 1960

The packet loss probability, of the RED router is de- Information) by adding the following changes to RED.

termined by the liner function ofg — ming,)/(maxs, —

ming,) (EQ.9). We call(g — ming,)/(maxy, — ming,)

gueue occupancyUse of this function is determined
without sufficiently taking account of the steady sta
performance and the transient state performance of R
It is known that when the concave function is used
the function that determines the packet loss probabili{g
pp Of the RED router, the transient state performance agg

the robustness of RED improve [20].

First, we change the calculation method of the average
queue length of RED. In RED-IQI, the weight of the
exponential weighted moving average is setutp= 1.
t’?hereby, the feedback delay of DCCP/RED-IQI becomes
I‘:sl?nall, and the stability and the transient state perfor-
Fance are expected to improve. However, by configuring
wq = 1, the packet loss probability of RED-IQI may
nsitively fluctuate according to temporary variation of

the network state. However, since the AIMD conges-
Therefore, in this section, to improve the stabilityion control is used in the TCP-like congestion control

and transient state performance of the system whgmefile, it is thought that the variation of the packet loss
DCCP connections and RED routers are interconnectedpbability causes little performance degradation. On the
we propose a RED-IQI (RED with Immediate Queusether hand, since the TFRC congestion control profile
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Fig. 5: DCCP/RED transient state perform

ance (evolution of RED average queue length)

smooths the packet loss event rate [28], it is thoughtust be satisfied. By solving the above inequality gor
that the variation of the packet loss probability is alsee have

causes little performance degradation.

: : VI -2 21— 22
Next, we change the function that determines the » > lim l+vi-a"+a2"vli—a® 1
packet loss probability of RED. RED determines the z—0 221 —2? 2

packet loss probability using the linear function to th

gueue occupancy. In RED-IQI, we change this function
to a concave function. Specifically, we change the fung

tion that determines the packet loss probabilifyto

q — ming,

p = maryGy ( > . (19)

maxp, — MiNg,

whereGy(x) is defined as

Golw) = (1-VI-—a2)". (16)

¢(> 0) is a parameter determining the concavity. |
order forG, to be concave,

2 T _
ddgig ) = (1_12)§{¢(1—v1—x2>¢ ?

x(1+Vi=a? ((¢=1) 2= 1))} >0

(17)

e . ,
In what follows, by presenting several numerical ex-

mples, we show quantitatively how the transient state
performance of DCCP/RED-IQI changes with the band-
width and the propagation delay of the network. First, we
focus on the transient state performance of DCCP/RED-
IQI. Figure 6 shows the maximum modulus of the state
transition matrix A or AB" 1) of DCCP/RED-IQI

for different settings of the bottleneck link bandwidth.
Figure. 6(a) shows results for DCCP with the TCP-like
congestion control profile (Eq. (3)). Figure. 6(b) shows
results for DCCP with the TFRC congestion control
Rrofile (Eq. (4)). For comparison purposes, the maximum
modulus of the state transition matrix of DCCP/RED
is also shown in the figure. Here, the weigh}, of

the exponential weighted moving average of RED is
configured to 0.002. Moreover, the number of DCCP
connections isN = 1, and the two-way propagation
delay of DCCP connection is = 10 [ms].
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Fig. 6: DCCP/RED transient state performance (maximum modulus of the state transition matrix)

It can be found that the maximum modulus oDCCP with the TFRC congestion control profile. These
DCCP/RED-IQI increases as the bottleneck link bandesults show that the overshoot and the settling time
width increases from this figure. Moreover, by comef DCCP/RED-IQI become smaller and the ramp-up
paring the maximum modulus of DCCP/RED-IQI withtime of DCCP/RED-IQI becomes larger than those of
that of DCCP/RED, it can be found that the value dPCCP/RED.

DCCP/RED-IQI is smaller than that of DCCP/RED. Thi%_ Conclusion and Future Work

means that DCCP/RED-IQI operates more stably than . .
DCCP/RED. In this paper, we have modeled DCCP congestion

control mechanism and RED as independent discrete-
Next, we show the evolution of the average queusne systems, and have modeled the entire network as
length g(k) of RED-IQI in Fig. 7. Furthermore, thea feedback system by interconnecting DCCP connec-
average queue lengtli, the maximum modulus. of tions and RED routers. We have analyzed the steady
the state transition matrix, ramp-up time, overshoot amsthte and transient state performance of DCCP/RED.
settling time of DCCP/RED-IQI are shown in Tab. 4We have derived the packet transmission rate of DCCP
For comparison purposes, the average queue legigth connections, the packet transmission rate, the packet
maximum modulus\ of the state transition matrix, ramp-loss probability, and the average queue length of the
up time, and overshoot and settling time of DCCP/RERED router in steady state. We have also derived the
are also shown in Tab. 4. Here, the weight of the ex- parameter region where DCCP/RED operates stably by
ponential weighted moving average of RED is configurduhearizing DCCP/RED model around its equilibrium
to 0.002. The number of DCCP connectionsNis= 1, point. Furthermore, we have evaluated the transient
the bottleneck link bandwidth is = 4 [Mbit/s], and the state performance of DCCP/RED in terms of ramp-up
two-way propagation delay of DCCP is = 10 [ms]. time, overshoot, and settling time. Consequently, we
Figure 7(a) shows results for DCCP with the TCP-likbave shown that the stability and the transient state
congestion control profile. Figure 7(b) shows results f@erformance of DCCP/RED degrade when the weight



TABLE 4
DCCP/REDAND DCCP/RED-IQITRANSIENT STATE PERFORMANCE INDICES

profile q" A ramp-up time [ms] overshoot [packet] settling time [ms]
RED CCID2 51.443 0.9996 260 25.00 36140
RED-IQI CCID2 62.715 0.9011 340 131 340
RED CCID3  71.724 0.9995 40 4541 35320
RED-IQI CCID3 85.057 0.9525 380 0 380
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Fig. 7: DCCP/RED-IQI transient state performance (the average queue evolution of RED-IQI )
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