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Abstract trol mechanisms. CurrentlyTCP-like congestion con-
trol profilethat performs congestion control similar to TCP,

In this paper, we model DCCP congestion control mech- and TFRC congestion control profilthat performs con-
anism and RED as independent discrete-time systems usingestion control similar to TFRC (TCP Friendly Rate
fluid-flow approximation. By interconnecting DCCP con- Control) are proposed. Whereas DCCP performs con-
nections and RED routers, we model the entire network gestion control between source and destination hosts,
as a feedback system call&@CCP/RED We then analyze AQM (Active Queue Management) mechanisms that per-
the steady state performance and the transient state perform congestion control at routers in the network have
formance of DCCP/RED. Specifically, we derive the packetbeen capturing the spotlight in recent years [2]. A rep-
transmission rate of DCCP connections, the packet trans-resentative AQM mechanism is RED (Random Early
mission rate, the packet loss probability, and the average Detection) [3], which probabilistically discards an arriv-
queue length of the RED router in steady state. Moreover, ing packet.
we investigate the parameter region where DCCP/RED op-  In the literature, many studies on the congestion control
erates stably by linearizing DCCP/RED around its equi- mechanism of TCP, which is adopted in the TCP-like con-
librium point. We also evaluate the transient state perfor- gestion control profile of DCCP, have been extensively per-
mance of DCCP/RED in terms of ramp-up time, overshoot, formed [4-8]. In particular, characteristics of the mixed en-
and settling time. Consequently, we show that the stabil-vironment of TCP connections and RED routers have been
ity and the transient state performance of DCCP/RED de- extensively studied. For instance, in [7], the congestion
grade when the weight of the exponential weighted mov-control mechanism of TCP and RED are modeled as inde-
ing average, which is one of RED control parameters, is pendent discrete-time systems. The entire network is then
small. To solve this problem, by adding changes to the func-modeled as a feedback system where TCP connections and
tion with which RED determines the packet loss probability, the RED router are interconnected. By applying control the-
we propose RED-IQI (RED with Immediate Queue Infor- ory, the steady state performance and the transient state per-
mation). We analyze the transient state performance of theformance of the TCP congestion control mechanism and
feedback system DCCP/RED-IQI where DCCP connectionsRED are analyzed. Moreover, in [4-6], the TCP congestion
and RED-IQI routers are interconnected. Consequently, we control mechanism and RED are modeled as independent
show that DCCP/RED-IQI has significantly better transient continuous-time systems, and the steady state performance
state performance than DCCP/RED. of RED is analyzed. In [8], itis shown that the transient state

performance and the robustness of RED improve, when the
function with which RED determines the packet loss proba-
. bility is changed to a concave function to the average queue
1. Introduction length.
In recent years, real-time applications, such as video Although characteristics of the mixed environment of
streaming, IP telephone, TV conference, and network TCP congestion control mechanism and RED have been
game, become popular rapidly by increasing speed ofsufficiently investigated, characteristics of the mixed envi-
the network or rising demand for multimedia applica- ronment of TFRC congestion control mechanism and RED
tions. DCCP (Datagram Congestion Control Protocol) is have not been sufficiently studied [9-12]. In [11], fairness
proposed as a new transport layer protocol for real-time ap-between TCP-friendly rate control mechanism and TCP in
plications [1]. DCCP performs congestion control be- steady state is evaluated with simulations and traffic mea-
tween source and destination hosts, and an applicationrsurements of the Internet. Moreover, in [10], fairness be-
using DCCP can choose the type of congestion con-tween TFRC and TCP is evaluated by simulation. The



transient state performance of a TCP-friendly rate control
mechanism is also evaluated. However, these studies as-

propagation delay:t

sume that z_all routers are DropTail routers and the effect of \DCCP output: y(k)
the interaction between TFRC connections and RED routers L source1 RED output: y(K) destination 1
has not been fully investigated [9, 12]. DCCP input: X<'<»)\ RED RED i

In this paper, we model DCCP congestion control mech- router router_\

bottleneck link bandwidth: p

anism and RED as independent discrete-time systems by /RED input: x(k)
using the mode”ng approach in [7] We then ana|yze the source N RED control parameters: destination N

maxp, wd, minth, maxth

steady state performance and the transient state perfor- RED buffer size: L
mance of DCCP/RED. Specifically, we derive the packet

transmission rate of DCCP connections, the packet trans- ) )
mission rate, the packet loss probability, and the average Figure 1. Analytic model
gueue length of the RED router in steady state. Moreover,

we investigate the parameter region where DCCP/RED op- Figure 1 shows the analytic model used in this paper.

erates stably by linearizing DCCP/RED around its equilib- n pccp connections share the single bottleneck link. Al

rium point. We also evaluate the transient state performancepccp connections’ two-way propagation delays are equal,

of DCCP/RED in terms of ramp-up time, overshoot, and \yhich are denoted by. The bottleneck link bandwidth

settling time. is denoted byu. We denote four control parameters of
The organization of this paper is as follows. In Section 2, Rep by mazx, (maximum packet loss probabilityypaz,,

we model DCCP congestion control mechanism and RED (maximum threshold)yin;, (minimum threshold), and,

as independent discret.e-time systems. By interconnectingyyeight of exponential weighted moving average). Further-
these models, we obtain DCCP/RED model, the model of more, RED buffer size is denoted By

the entire network. In Section 3, we derive the packet trans- |, this analysis, we introduce a conceptloé packet ar-
mission rate of DCCP connections, the packet transmis-rjya| rate at a destination hostotified of a source host by
sion rate, the packet loss probability, and the average queugck packets, to unify the input and the output of the mod-
length of the RED router in steady state. In Section 4, we g|s to the packet arrival/transmission rate. Since informa-
analyze the transient state performance of DCCP/RED bytjon on the arrival status of packets at a destination host is
linearizing DCCP/RED around its equilibrium point. More-  included in ACK packets, a source host can estimate the
over, in Section 5, we present several numerical examplespacket arrival rate at a destination host.
and show guantitatively how the steady state performance | this analysis, we assume the followings; since DCCP
and the transient state performance of DCCP/RED changgs mainly used for real-time applications, it is assumed that
with the bottleneck link bandwidth and the propagation de- 3 source host always has data to transfer. When the packet
lay of the network. We also show that the stability and the |ggg probability of the network is small and DCCP conges-
transient state performance of DCCP/RED degrade whenijon control works appropriately, DCCP operates in the con-
the weight of the exponential weighted moving average is gestion avoidance phase. Therefore, DCCP with the TCP-
small. In Section 6, we propose RED-IQI by adding changesiike congestion control profile is assumed to operate in the
to the function with which RED determines the packet loss congestion avoidance phase.
probability. We then analyze the transient state performance  First, we model change of the DCCP window size. The
of DCCP/RED-IQI. Finally, in Section 7, we conclude this packet loss probability in the network is denotedzhyand
paper and discuss future works. the DCCP window size is denoted hy. Change of the
DCCP window size is given by [13]

2. Modeling DCCP and RED

. . w — w+(1-p)s —p(l-pro(wp)) 34
In this paper, we model DCCP congestion control mecha- ( u 4w§k) ITO( )25

nism and RED as independent discrete-time systems with a —ppro(w,p) ( 3 ) ’

time slot ofA. We model the entire network as a single feed- wherepro(w, p) is the probability that DCCP detects the

bacI§ system where I.DCCP connections and RI.ED routers‘packet loss by the timeout mechanism when the window
are interconnected. First, we model the congestion control

mechanism of DCCP as a discrete-time system, where theSlze isw and the packet loss probability {14

input is the packet arrival rate at a destination host and the pro(w,p) =

output is the packet transmission rate from a source host. (1-(1-p)®) (1+(1-p)°* 1-(1-p)*"*))

Next, we model RED as a discrete-time system, where the (1=0-p)*) '

input is the packet arrival rate and the output is the packetp(k) is defined as the packet loss probability at ston
transmission rate. the network,R(k) the DCCP round-trip time, and (k)




the DCCP window size. The packet loss probability of the ~ Supposing that a RED router discards a packet randomly
network that a source host detects at glots given by with the probabilityp, the packet loss event rate mea-

p(k — 2E)) Suppose that ACK packets are not discarded sured by DCCP and the packet loss probabilit a RED

due to congestion on the path from a destination host to arouter satisfy the following relation:

source host, the ACK Ratio value converges to 1Hence, the M el
DCCP window sizev(k + 1) at slotk + 1 is approximately e T LX %:oizl <(1. — pe(k)) ,pel(k)) (5)
given by + Zz‘:M+1 (Z (1= pe(k))~ pe(k‘)) )
w(s) 1 whereM (= R(k) y(k)) is the number of packets that arrive
wk+1) ~w(k) + R(F) A{(l - p(é))m at the RED router during a round-trip time.
B B 2 w(k) 1) Finally, we model the RED router as a discrete-time sys-
p(0)(1 = pro(w(9), p(9)) =3 tem. The inputz(k) is the packet arrival rate at the RED
—p(8) pro(w(8), p(9)) (15 — 1)}, router at slotk. Moreover, the outpuy(k) is the packet
transmission rate from the RED router at stot
whered = k — R(k)/A. We definey as the bottleneck link bandwidth ampdk)

The packet arrival rate at a destination hoSt) is deter-  as the probability that the RED router discards packets.
mined by the past packet transmission rate of a source hoskince the packet arrival rate at the RED routet (), the
and the past packet loss probability in the netwg(k) and  packet transmission rate from the RED router is given by
p(6). (1 — p(k)) 2(k). Furthermore, since the maximum packet

transmission rate from the RED router is limited by the
z(k) = (1-p(0))y() output link bandwidth, the maximum @f(k) is limited by
the bottleneck link bandwidth. Hence, the outpuj(k) of

Thus, the DCCP packet transmission rate is given by the T
RED is given by [13]

following equation from change of the DCCP window size

given by Eq. (1). y(k) = min((1 — p(k)) z(k), p).- (6)
ylk+1) ~ f(z(k),y(k), R(k)) The current queue length of RED at slotis denoted
= yk)+ A% — 2Ay(k) {y(5) — =(k)} by q(k), and the average queue length is denoted(y.
o {1 B ((5) R(3), 1 — z(k))} When the buffer size of the RED router Is the current
pro(r T 6) (2)  queue lengtly(k + 1) at slotk + 1 is given by [13]
~A {By(k) — 75} {u(0) - 2(2)} Aot )
xpro(z(8) R(8), 1 — 28 — min[max {q(k) + (z(k) — W) A,0},7]. )

Next, we model the congestion control mecha- Letg be the current queue length of RED, apbe the
nism of DCCP with the TFRC congestion control pro- average queue length of RED. RED updates the average
file as a discrete-time system. The inptt) of DCCP ~ Qqueue lengtlg for every packet receipt as [3]
with the TFRC congestion control profile is the packet ar-
rival rate at the destination host notified of the source host
at slotk. Moreover, the outpug(k) is the packet transmis- ~ Since the packet arrival rate at slbtis x(k), the aver-

G— (1 —wy) T+ wyq. (8)

sion rate from a source host at slot age queue lengti(k) at slotk + 1 is approximately given
The packet loss event rate at slois defined byp, (k), by [13]
and the DCCP connection’s round-trip tifk). Suppose ak+1) =~ gk) +z(k) Awy(q(k) —g(k)). (9)

that the source host receives an ACK packet atislbt this
case, the DCCP source host changes the transmission rate RED determines the packet loss probabilityx) from

y(k + 1) at slotk + 1 as [15] its average queue lengtiik) [3] as
y(k+1) = min(X(pe(k), R(k)),22(k)), (3) 0 i0g(k) <ming,
———————(q(k) — ming)
whereX (p.(k), R(k)) is given by po(k) = mazy, —ming, ' (10)
if ming, <q(k) < mazyy,
X(p(’(k)vR(k)) = 1 if 6(1€> > maXp.
1
oD O] @) Finall i ivi i
2pe (%) 3pe (R) ) y, the RED router discards arriving packets with
RV 5= tmro (3 5 Pe(B) 1432 (E) )) the probabilityp, (k) determined by

wheret g0 is the TCP retransmission timer, and is can be o (k)
approximated byt R(k) [15]. Pa(k) = 1 — count x py(k)’

(11)



wherecount is the number of packets arrived at the router DCCP and RED are determined by the packet arrival
since the last packet discarded. Since the packet loss probrate 2 (k) at the destination host (notified by a destina-
ability p(k) in the RED router is the average pf(k), it is tion host via ACK packets) at sldt, the packet transmis-

given by [3] sion ratesyp (k) ---yp(k — %) from the source host,
205 (k) the packet arrival/transmission rate of the RED router
p(k) m. (12) at slot k, xr(k) and yr(k). We introduce a state vec-
b

tor x(k) that is composed of differences between each state
Note that using the current queue lengtik) of RED, a  variable at slok and its equilibrium value:
DCCP connection’s round-trip time at slois given by _

zp(k) — ap ]
Rk = W o (13) yp(k) = b
s x(k) = : (15)
3. Steady State Analysis yolk =28 — yp
In what follows, we analyze the steady state performance of vr(k)  — :Cz?
DCCP/RED utilizing analytic models constructed in Sec- L yr(k) = Yr |

tion 2. Specifically, we derive the packet transmission rate We focus on state transition between Staind slotk + 1.
of DCCP connectio_ns, the packet transmission rate, thealthough all discrete models (Egs. (1), (2), (6)—(12)) in our
packet loss probability, and the average queue length ofanalysis are nonlinear, they can be written in the follow-

RED in steady state. In Section 5, we will validate our ap- ing matrix form by linearizing them around their equilib-
proximate analysis by comparing numerical examples with rium valuesr?), v%, %, andy’.
simulation ones.

Since the congestion control mechanism of DCCP with x(k+1) = Ax(k), (16)
the TCP-like congestion control profile is the AIMD win-

) . . where A is the state transition matrix of the state vector
dow control, the window size oscillates when the feedback .
from x(k) to x(k + 1). The eigenvalues of the state tran-

d_elay is not negligible. Conseq_uently, the packet transm|s-smon matrix A determine the transient state performance
sion rate never converges to a fixed value. Note that the out-,. L :

. . . (i.e., convergence performance to the equilibrium point) of
put from our DCCP model with the TCP-like congestion the discrete-time systems given by Egs. (1), (2), (6)—(12)
control profile represents not an instantaneous value of the y g y Eas. (1), {4), '

_ .« R(k) i
oscillating packet transmission rate, but the expected valueLet Ai(l <@ < =X~ + 3) be the eigenvalues of the state

of the packet transmission rate. transition matrixA.. The maximum absolute value of eigen-

The packet transmission rate of DCCP and RED in values (haximum modulysietermines the stability and the
steady statel — oc) are denoted by, and y%, re- transient state performance of the feedback system around
D R

spectively. LetN be the number of DCCP connections. its eguilibrium point_[16]. It is known that t_he smaller the
We can numerically obtain* andy? by solving equa- maximum modulus is, the better the transient state perfor-
. b . vk mance becomes. It is also known that the system is stable if
tionsy(k + 1) = y(k) = yi x(k) = F (Ed. (2),

' . the maximum modulus is less than 1.0.
y(k+ 1) :.y(k) = Y andz (k) = Ny, (Eq. (6)). Focus- Next, we focus on the feedback system where DCCP
ing on the inputr}, and the outpuyj, of a RED router, we

. . connections with the TFRC congestion control pro-
have the following relation file and RED routers are interconnected. The states of
yh = (1—p")as, (14) DCCP with the TFRC congestion control profile and
RED are determined by the packet arrival rate (k)
wherep™ is the packet loss probability at the RED router in at the destination host at sldt , the packet transmis-

steady state. We can obtairi by solving Eq. (14) fop*. sion ratesyp (k) - --yp(k — 22 from the source host,
Furthermore, from Egs. (10) and ( 12), we can easily obtain i e
' aq ' y and the packet arrival/transmission rate of RED, at &ot
the average queue length of the RED router. 2r(k) andyg (k). Hence, the state vectsik) that is com-
. . posed of differences between each state variable at:slot
4. Transient State Analysis and its equilibrium value is given by Eq. (17).

We then analyze the transient state performance of We assume that the DCCP destination host sends an

DCCP/RED by linearizing the discrete-time model around ACK packet to its source host everyslot. We focus on

its equilibrium point. state transition between slbtand slotk + n. Although all
First, we focus on the feedback system where DCCP discrete models in our analysis (Egs. (3)—(12)) are nonlin-

connections with the TCP-like congestion control pro- ear, they can be written in the following matrix form by lin-

file and RED routers are interconnected. The states ofearizing them around their equilibrium values, y;,, =7,



andyy,. the TCP-like congestion control profile, some errors are ob-
served between analytic results and simulation ones in
the region where bottleneck link bandwidth is large. In

where A is the state transition matrix of the state vector Cther region, analytic results and simulation ones coin-
from x(k) tox(k + 1) when the DCCP source host receives Cide closely.

an ACK packet (Eq. (3)). MoreoveR is the state transition The disagreement between analytic and simulation re-
matrix of the state vector from(k) to x(k + 1) when the  sults in DCCP with the TCP-like congestion control pro-
DCCP source host does not receive any ACK packet (i.e.,file is probably caused by sensitivity in the control parame-
z(k+ 1) = z(k)). AB™1 is the state transition matrix of ~ter setting of RED. Namely, the control parameter setting of
the state vector fronx(k) to x(k + n). The eigenvalues of ~RED becomes inappropriate when the bottleneck link band-
the state transition matrix determine the transient state perWwidth is large, so that utilization of the RED router in simu-
formance (i.e., the convergence performance to the equilib-1ation is degraded.

x(k+n) = AB" 'x(k), (17)

rium point) of the discrete-time system given by Egs. (3)-  Next, we focus on the transient state performance of

(12). DCCP/RED. Figure 3 shows the maximum modulus of the
state transition matrixA or A B"~!) of DCCP/RED for

5. Numerical Examples different settings of the bottleneck link bandwidth. Fig-

In this section, by presenting some numerical examples, welll® 3(&) shows results for DCCP with the TCP-like conges-

show quantitatively how the steady state performance andfion control profile (Eq. (2)). Figure 3(b) shows results for
the transient state performance of DCCP/RED change acDCCP with the TFRC congestion control profile (Eg. (3)).
cording to the bottleneck link bandwidth and the propaga- Inthese flgure_s, for investigating the effect of a RED control
tion delay of the network. Furthermore, we validate our ap- Parameter oniits transient performance, the weiglf the
proximate analysis by comparing analytic results with sim- €Xpenential weighted moving average of RED is changed
ulation ones. to 0.0002, 0.002 and 0.02. Moreover, the number of DCCP
We performed simulation using ns-2 for the network connections sV = 1, the two-way propagation delay of
topology shown in Fig. 1. In this network, the link be- DCCP connection is = 10 [ms].
tween two RED routers is the bottleneck, so that we focus ~ These figures show that the maximum modulus increases
on the packet loss probability and the average queue lengttas the bottleneck link bandwidth increases. This means that
of the upstream RED router. We run simulation for 150 [s] the transient state performance of DCCP/RED degrades as
and used simulation result of the last 100 [s] for measur- the bottleneck link bandwidth increases. Moreover, it can
ing DCCP connections’ packet transmission rates and thebe found that the maximum modulus increases as the weight
packet loss probability of the RED router. We repeated w, Of the exponential weighted moving average of RED be-
simulation 10 times and measured averages of the DCCPcomes small. This can be explained as follows. The time
connections’ packet transmission rates and the packet los$or the average queue length of RED following change of
probability of the RED router. the network state increases as the weightof the expo-
Unless explicitly stated, in the following numerical ex- nential weighted moving average becomes small. Hence, it
amples and simulations, we use the following parameters:pecomes slow that the packet loss probability of RED fol-
the number of DCCP connection is 10, DCCP con-  lows change of the network state. Namely, settingto be
nection’s two-way propagation delayis 50 or 100 [ms], @ small value has the same effect with increasing the feed-
the bandwidth of all access links i$) x u [Mbit/s], the ~ back delay of the entire network.

buffer size of RED routerd. is 250 [packet], and RED Finally, we investigate how the maximum modulus of
control parameters arenfax,, ming,, maxip, wy) = (0.1, the state transition matrix of DCCP/RED affects the tran-
20 [packet], 100 [packet], 0.002). sient state performance of DCCP/RED. Table 1 shows the

First, we focus on the steady state performance of average queue lenggi, the maximum modulus of the
DCCP/RED. We show the DCCP packet transmission state transition matrix of DCCP/RED, and three transient
rate for different settings of the bottleneck link band- performance metrics: ramp-up time, overshoot and settling
width in Fig. 2. Here, we configure the DCCP connection’s time [16]. In our experiments, ramp-up time is defined as
two-way propagation delay to = 50 and7 = 100 [ms]. the time required for the average queue length of RED to
Figure 2(a) shows results for DCCP with the TCP-like con- reach 95% of the equilibrium value. Overshoot is defined
gestion control profile. Figure 2(b) shows for DCCP with as the maximum difference of the average queue length of
the TFRC congestion control profile. These figures indi- RED from the equilibrium value. Settling time is defined as
cate that the DCCP packet transmission rate increases as thihe time required for the average queue length of RED to
bottleneck link bandwidth increases. Moreover, we com- be settled within 5% of the equilibrium value. Initial values
pare analytic results with simulation ones. In DCCP with of state variables are set to 50% of their equilibrium values.
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Figure 3. DCCP/RED transient state performance (maximum modulus of the state transition matrix)

The weightw, of the exponential weighted moving aver- min,,) (Eq.10). We call(g — ming,)/(max, — ming,)
age of RED is configured to 0.0002, 0.002 and 0.02. More- queue occupancyJse of this function is determined with-

over, the number of DCCP connectionsNs= 1, the bot- out sufficiently taking account of the steady state perfor-
tleneck link bandwidth ig. = 4 [Mbit/s], and the two-way =~ mance and the transient state performance of RED. It is
propagation delay of DCCP is= 10 [ms]. known that when the concave function is used as the func-

These results show that ramp-up time, overshoot and settion that determines the packet loss probabilityof the
tling time decrease small as the weight of the exponen- ~ RED router, the transient state performance and the robust-

tial weighted moving average of RED increases. Namely, hess of RED improve [8].

one can find that the larger the weigh{ of the exponen- Therefore, in this section, to improve the stability and
tial weighted moving average of RED is, the better the tran- transient state performance of the system where DCCP con-
sient performance becomes. nections and RED routers are interconnected, we propose

a RED-IQI (RED with Immediate Queue Information) by
6. RED-IQI (RED with Inmediate Queue In-  2dding the following changes to RED.
formation) First, we change the calculation method of the average
gueue length of RED. In RED-IQI, the weight of the expo-
In Section 5, we have shown that the transient state per-nential weighted moving average is settp= 1. Thereby,
formance is degraded as the weight of the exponential  the feedback delay of DCCP/RED-IQI becomes small, and
weighted moving average becomes small in a system wherehe stability and the transient state performance are ex-
DCCP connections and RED routers are interconnected. pected to improve. However, by configuringitg = 1, the
The packet loss probability, of the RED router is de-  packet loss probability of RED-IQI may sensitively fluctu-
termined by the liner function ofg — ming,)/(max, — ate according to temporary variation of the network state.



Wy profile 7" A ramp-up time [ms] overshoot [packet] settling time [ms]

0.0002 TCP-like 51.443 0.9996 920 27.462 27340
0.002 TCP-like 51.443 0.9967 350 23.182 7530
0.02 TCP-like 51.443 0.9678 170 14.330 840
0.0002 TFRC  71.724 0.9995 1520 35.079 31970
0.002 TFRC  71.724 0.9954 530 21.649 4990
0.02 TFRC  71.724 0.9533 250 2.849 250

Table 1. DCCP/RED transient state performance indexes

However, since the AIMD congestion control is used in It can be found that the maximum modulus of
the TCP-like congestion control profile, it is thought that DCCP/RED-IQI increases as the bottleneck link band-
the variation of the packet loss probability causes little per- width increases from this figure. Moreover, by com-
formance degradation. On the other hand, since the TFRCparing the maximum modulus of DCCP/RED-IQI with
congestion control profile smooths the packet loss eventthat of DCCP/RED, it can be found that the value of
rate [15], it is thought that the variation of the packet loss DCCP/RED-IQI is smaller than that of DCCP/RED.
probability is also causes little performance degradation. This means that DCCP/RED-IQI operates more sta-
Next, we change the function that determines the packetbly than DCCP/RED.

loss probability of RED. RED determines the packet loss  Table 2 shows the average queue lengththe max-
probability using the linear function to the queue occu- imum modulus) of the state transition matrix, ramp-up
pancy. In RED-IQI, we change this function to a concave time, overshoot and settling time of DCCP/RED-IQI. The
function. Specifically, we change the function that deter- number of DCCP connectionsié = 1, the bottleneck link

mines the packet loss probability to bandwidth isp, = 4 [Mbit/s], and the two-way propaga-
. tion delay of DCCP isr = 10 [ms]. Table 2 shows that
P = maz, Gy (qmmth> , (18) the ramp-up time, the overshoot, and the settling time of
MaLgh = MANtH DCCP/RED-IQI are smaller than those of DCCP/RED (see
whereg, (z) is defined as Tab. 1).
¢ .
Gy(x) = (1 V1= x2) . (19) 7. Conclusion and Future Work

In this paper, we have modeled DCCP congestion control
mechanism and RED as independent discrete-time systems,
and have modeled the entire network as a feedback system

¢(> 0) is a parameter determining the concavity. In order
for G4 to be concave,

5 2 3 by interconnecting DCCP connections and RED routers.

14V =224+ 22V1 -2 1 .

o > hn% 5 = =3 (20) We have analyzed the steady state and transient state per-
o z¢vVl-z formance of DCCP/RED. We have derived the packet trans-

Next, we show quantitatively how the transient state per- mission rate of DCCP connections, the packet transmis-
formance of DCCP/RED-IQI changes with the bandwidth sion rate, the packet loss probability, and the average queue
and the propagation delay of the network by presenting sev-length of the RED router in steady state. We have also
eral numerical examples. Due to space limitation, we just derived the parameter region where DCCP/RED operates
focus on the transient state performance of DCCP/RED-stably by linearizing DCCP/RED model around its equi-
IQI. Figure 4 shows the maximum modulus of the state tran- librium point. Furthermore, we have evaluated the tran-
sition matrix (A or A B"~!) of DCCP/RED-IQI for differ- sient state performance of DCCP/RED in terms of ramp-up
ent settings of the bottleneck link bandwidth. Figure 4(a) time, overshoot, and settling time. Consequently, we have
shows results for DCCP with the TCP-like congestion con- shown that the stability and the transient state performance
trol profile (Eq. (2)). Figure 4(b) shows results for DCCP of DCCP/RED degrade when the weight of the exponential
with the TFRC congestion control profile (Eq. (3)). For Weighted moving average is small. By adding changes to the
comparison purposes, the maximum modulus of the statefunction with which RED determines the packet loss prob-
transition matrix of DCCP/RED is also shown in the fig- ability, we propose RED-IQI. We have shown that RED-
ure. Here, the weight, of the exponential weighted mov- IQI significantly improves the transient state performance
ing average of RED is configured to 0.002. Moreover, the such as overshoot, ramp-up time, and settling time com-
number of DCCP connections j§ = 1, and the two-way  pared with RED.
propagation delay of DCCP connectiorris= 10 [ms]. As future work, it would be interesting to analyze large-



Maximum modulus

1.2
1.15
1.1
1.05

0.95
0.9
0.85
0.8

Bottleneck link bandwidth [Mbit/s]

(a) DCCP with TCP-like congestion control profile

Maximum modulus

1.2
1.15
1.1
1.05

RED
RED-IQI - -

0.95
0.9
0.85
0.8

2 a4
Bottleneck link bandwidth [Mbit/s]

10

(b) DCCP with TFRC congestion control profile

Figure 4. DCCP/RED transient state performance (maximum modulus of the state transition matrix)

overshoot [packet] settling time [ms]

profile 7" A ramp-up time [ms]
RED-IQI TCP-like 62.715 0.9011 190
RED-IQI TFRC  85.057 0.9525 410

0
0

190
410

Table 2. DCCP/RED and DCCP/RED-IQI transient state performance indexes

scale networks by applying the analytic approach proposed

in [13] to the DCCP/RED model derived in this paper. It
would be also interesting to analyze a network with DCCP  [9]
connections with different congestion control profiles.

References

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

E. Kohler, M. Handley, and S. Floyd, “Datagram con-
gestion control protocol (DCCP),” Internet Draft
<draft-ietf-dccp-spec-11.txt> , Mar. 2005.

S. Floyd and K. Fall, “Promoting the use of end-to-end con-
gestion control in the Internet/EEE Transactions on Net-
working, vol. 7, no. 4, pp. 458-472, May 1999.

S. Floyd and V. Jacobson, “Random early detection gateways
for congestion avoidancelEEE/ACM Transactions on Net-
working vol. 1, no. 4, pp. 397-413, Aug. 1993.

V. Firoiu and M. Borden, “A study of active queue manage-
ment for congestion control,” iRroceedings of IEEE INFO-
COM 200Q Mar. 2000, pp. 1435-1444.

C. Hollot, V. Misra, D. Towsley, and W.-B. Gong, “A control
theoretic analysis of RED,” CMPSCI, Tech. Rep. TR 00-41,
July 2000.

——, “On designing improved controllers for AQM routers
supporting TCP flows,” ifProceedings of IEEE INFOCOM
2001, 2001, pp. 1726-1734.

M. Kisimoto, H. Ohsaki, and M. Murata, “On transient be-
havior analysis of random early detection gateway using
a control theoretic approach,” iRroceedings of the IEEE
Control Systems Society Conference on Control Applications
(CCAICACSD 2002)Sept. 2002, pp. 1144-1149.

H. Ohsaki and M. Murata, “On packet marking function of

active queue management mechanism: Should it be linear,

concave, or convex?” iRroceedings of SPIE’s International

[10]

[11]

[12]

[13]

[14]

[15]

[16]

Symposium on the Convergence of Information Technologies
and Communications (ITCom 2004ct. 2004.

D. Bansal, H. Balakrishnan, S. Floyd, and S. Shenker, “Dy-
namic behavior of slowly-responsive congestion control al-
gorithms,” in Proceedings of ACM SIGCOMMug. 2001,

pp. 263-274.

S. Floyd, M. Handley, J. Padhye, and J. Widmer, “Equation-
based congestion control for unicast applications: the ex-
tended version,” International Computer Science Institute,
Tech. Rep., Mar. 2000.

J. Padhye, J. Kurose, D. Towsley, and R. Koodli, “A model
based TCP-friendly rate control protocol,”Rroceedings of
NOSSDAV’'991999.

Y. R. Yang, M. S. Kim, and S. S. Lam, “Transient behav-
iors of TCP-friendly congestion control protocol§he In-
ternational Journal of Computer and Telecommunications
Networking vol. 41, pp. 193-210, Feb. 2003.

H. Ohsaki, J. Ujiie, and M. Imase, “On scalable modeling
of TCP congestion control mechanism for large-scale IP net-
works,” in Proceedings of the 2005 International Symposium
on Applications and the Internet (SAINT 200B6¢b. 2005,
pp. 361-369.

J. Padhye, V. Firoiu, D. Towsley, and J. Kurose, “Modeling
TCP throughput: a simple model and its empirical valida-
tion,” in Proceedings of ACM SIGCOMM '9&ept. 1998,
pp. 303-314.

M. Handly, S. Floyd, J. Padhye, and J. Widmer, “TCP
friendly rate control (TFRC): protocol specificatiorRe-
quest for Comments (RFC) 344®n. 2003.

N. S. NiseControl Systems Engineeringth ed. New York:
John Wiley & Sons, Aug. 2003.



