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Abstract

In this paper we present an analytical model for per-
formance evaluation of a clustered sensor network. We
examine the energy required for a single round of cluster-
ing for a biologically-inspired extension of the well-known
LEACH clustering method. We use methods from stochas-
tic geometry to model the locations of the node clusters us-
ing a hard-core Matérn cluster process. Based on the com-
putation of the energy consumption of the whole clustering
procedure we determine the most energy-efficient setting of
the cluster radius. Furthermore, we consider the efficiency
of clustering when the sensed data can be compressed at
the cluster heads.

1. Introduction

With the recent developments in Micro Electro Mechani-
cal System (MEMS) technology, large-scale networks of
integrated wireless sensor nodes have become available
[1]. By deploying networks of sensors, information about
behavior, conditions, and positions of entities in an envi-
ronment are gathered and forwarded to a sink for further
processing. The nodes are equipped with a sensing device,
radio transmitter, and are usually battery operated. Since
they are designed to operate autonomously, they must be
able to set up a communication network in an ad-hoc man-
ner and be able to adapt to changes in the network topol-
ogy, when individual nodes may fail due to exhausted en-
ergy resources. Conservation of energy is, thus, a key issue
in the deployment of sensor networks. Most energy is con-
sumed by the communication over the radio link [20].

Recently, several publications have shown the benefits
of using clustering methods in order to save energy and
prolong the lifetime of the network, e.g. [7, 10, 12]. In
clustered sensor networks, the sensor nodes do not trans-
mit their collected data to the sink, but to designated clus-

ter heads which aggregate the data packets and send them
directly or via multi-hop communication to the sink. Thus,
choosing the appropriate sizes and number of clusters is
essential for the performance of the network lifetime. If
the cluster’s radius is too large, it will host many nodes
and a lot of energy is wasted due to inter-cluster collisions.
On the other hand, if the radius is too small, a large num-
ber of clusters is required to cover the observation area and
many of them will have to transmit their data over a large
distance to the sink.

In the model of the biologically inspired clustering ap-
proach given in [12], the cluster radius is an input parame-
ter which we intend to optimize in this paper. We model
the locations of the sensor nodes to be following a spatial
Poisson process, which is a well known approach from sto-
chastic geometry [13]. Since the clusters are formed using
random variables, the cluster process can be described by
a hard-core Matérn process. This mathematical descrip-
tion permits a characterization of the density of the cluster
process. Whereas in other work the mathematical eval-
uation of the energy dissipation is often only performed
for the data transmission phase after the clusters have been
formed [9], we give the total energy required for a single
round of clustering in this paper. This includes the energy
needed for each phase of cluster set-up, as well as the ac-
tual data transmission phase using a TDMA schedule. Al-
though our focus is on the clustering approach in [12], the
basic model can be easily modified to be used with differ-
ent radio models and energy dissipation models.

The paper is organized as follows. In Section 2, we de-
scribe the basic properties of clustering in sensor networks
and briefly review the clustering algorithm from [12]. This
is followed in Section 3 by the analytical model for the en-
ergy consumption in a single round. Numerical results on
evaluating the energy efficient parameters are provided in
Section 4 and the paper is concluded in Section 5 with an
outlook on future work.
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Figure 1: Clustered sensor networks

2. Clustering in Sensor Networks

In order to simplify the electronic circuitry of the sensor
nodes, they only collect the sensor information and for-
ward the data to the sink where the processing is done. If
all nodes transmit directly to the sink, the system would not
be scalable as the many-to-one transmission can consist of
hundreds or thousands of nodes [6]. Therefore, clustering
methods have been proposed, in which the nodes within
a cluster send the data to a designated node, called clus-
ter head. It collects the data locally from the other cluster
members and transmits the aggregated data either directly
or via multi-hop transmission to the sink, see Fig. 1. Fur-
thermore, if the data packets are locally correlated, they
can be compressed and fused to shorter data messages at
the cluster heads for more efficient transmission [8, 14].
Since the cluster heads spend more energy than the other
cluster members, their role is rotated among all nodes in
order to equalize energy consumption. Recently a large
number of proposals for energy-efficient clustering tech-
niques have been published, e.g. [3, 4, 18]. The problem of
assigning the clusters is closely related to the routing strat-
egy in which way the data is forwarded from cluster heads
to the sink.

One of the most well-known clustering approaches is
the Low Energy Adaptive Clustering Hierarchy (LEACH)
[10] method since many other methods are derived from
it. In LEACH, a predetermined percentage of sensor nodes
become cluster heads which advertise their candidacy to
the other nodes. Hearing these advertisement messages,
each sensor node chooses the nearest cluster head and reg-

isters itself as a cluster member leading to the formation
of clusters. Cluster members send their sensor data to the
cluster head which combines all received data into a single
data message that is sent to the remote base station. Since a
cluster head expends more energy than its members in ad-
vertising and receiving, fusing, and emitting data to a base
station, its role is rotated among all nodes.

Based on LEACH, several other clustering approaches
have been proposed in the literature improving its per-
formance, e.g. [2], LEACH-C [9], HEED [21], PEGA-
SIS [17]. In this work we focus on another such extension
which was presented in [12] and forms the clusters based
on ANTCLUST [15]. ANTCLUST is a model of an ant
colonial closure to solve clustering problems. Ants recog-
nize each other by exchanging chemical substances. Based
on the similarity of these substances, clusters are created,
merged, or deleted. In the ANTCLUST-based clustering
method, sensor nodes with more residual energy become
cluster heads independently. Then, randomly chosen nodes
meet with each other and clusters are created, merged, and
discarded through local meetings. Each sensor node with
less residual energy chooses a cluster based on the residual
energy of the cluster head, its distance to the cluster head,
and an estimation of the cluster size. Eventually energy-
efficient clusters are formed that result in an extension of
the lifetime of a sensor network.

3. Analysis of Energy Consumption

In the following we will present the model for energy con-
sumption for the clustering method of [12]. We assume
that the nodes are randomly located in the square W × W

observation window by following a spatial homogeneous
Poisson process [13] with density λ corresponding to the
average number of nodes per unit area size. So the average
total number of nodes is then given as Nw.

Nw = λW 2 (1)

An example snapshot of a homogeneous spatial Pois-
son process is shown in Fig. 2.

In Section 3.1 we describe the energy for transmitting
and receiving data for a single node and extend this to
the communication for a single cluster in Section 3.2. Fi-
nally, in Section 3.3 the total energy due to clustering in
the whole network is derived.

3.1. Basic Energy Consumption Model

We adopt the energy consumption model given in [9] for
transmitting and receiving data with length l bits when x is
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Figure 2: Snapshot of Poisson process

the distance between transmitter and receiver.

ETx(l, d) =

{

l
(

Eelec + εfs x2
)

x < d0

l
(

Eelec + εmp x4
)

x ≥ d0

(2)

ERx(l) = l Eelec (3)

The electronics energy Eelec is 50 nJ/bit and εfs = 10
pJ/bit/m2 is the energy for the transmitter amplification in
free space. The corresponding value for the multi-path
fading model is chosen as 0.0013 pJ/bit/m4. For trans-
mission over a distance less than d0 = 75 m will use the
free space model and greater than d0 the multi-path fading
model. Aggregating data messages consumes Efuse = 5
nJ/bit/signal per bit.

3.2. Energy Consumption per Cluster
Let us consider a single cluster with radius R. Due to the
properties of the Poisson process, the average number of
nodes in the cluster with radius R can be given by

Nn = λπR2. (4)

We now consider the energy consumption for all nodes
transmitting their gathered data of length l to the cluster
head in a single cluster. Let us assume that collisions do not
occur. The average energy from transmissions of all nodes
in the cluster with radius R can be formulated immediately
by Campbell’s Theorem [13]. We have in particular the
following theorem.

Theorem 1 Let Π = {x1, x2, . . .} be a Poisson process
with density λ, and let f : IR2 → IR be a measurable
function. Let SA be the following sum

SA =
∑

xi∈A∩Π

f(xi), (5)

defined for any compact set A, then

E[SA] =

∫

A

f(x)λ dx. (6)

In our case, f(x) is the energy used by a node located at
x to transmit to the cluster head. Thus, the total transmitter
energy is given by Ec in Eqn. (7).

Ec(l, R) =

∫

2π

0

dθ

∫ R

0

2z dzλ
[

lEelec + l εfsz
2
]

= Nn ETx(l, R) (7)

3.3. Energy Consumption of the Clustering
Method

In this section we will study the energy consumption from
the 2-hop model as described in [12]. The cluster radius R

is a parameter of the algorithm and our goal is to find an
energy-optimal value of R.

The clustering method itself is performed in rounds. In
each round there will be a loss of energy that we wish to
estimate in this section. As described in [12], each round
consists of four steps:

1. cluster head candidacy phase,

2. cluster formation phase,

3. registration phase, and

4. transmission phase.

An overview of the clustering phases is shown in Fig. 3
and a more detailed description of the algorithm can be
found in [12].

In the following we will characterize the energy con-
sumed in each of these phases individually.

3.3.1. Cluster Head Candidacy Phase. In this phase,
tentative clusters are formed. Each cluster head considers
itself at the beginning to be a candidate for a cluster head.
It advertises itself by a broadcast transmission at a random
time τi = T (1 − Pi) depending on its residual energy and
the random variable Pi. Let us assume that all nodes have
the same residual energy when competing for cluster head
candidacy. This assumption is necessary in order to make
the problem mathematically tractable. Then, each node has
the equal probability to act as cluster head and the random
variables τi are thus independent and uniformly distributed
in interval [0, T ]. All points are thus marked with the value
of the random variable τi and a node i at location x is called
cluster head, if within a circle of radius R and center xi,
there is no point whose mark is smaller than τi. This is
the definition of the Matérn hard-core process. As stated in
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Figure 3: Overview of the clustering phases

[19], section 5.4, a Matérn hard-core process is essentially
a dependent thinning applied to a Poisson process. Lazily
speaking, the thinning consists in retaining a point with a
mark that is the greatest compared to the mark of points
lying in a circle centered at this kept point.

The point process obtained from this dependent thin-
ning of the original Poisson process is stationary and its
intensity is equal to

λc =
1 − exp(−λπR2)

πR2
. (8)

The average number of clusters can then be given as

Nc = λc W 2. (9)

Let lB denote the length of the broadcast message in
bits and R is the advertisement radius. We have on av-
erage Nc clusters in the observation windows. Therefore,
Nc nodes will have successful cluster head advertisement
broadcasts on average. Additionally, in average Nn nodes
acknowledge the broadcast in each cluster, which gives the
energy E1 for the first phase.

E1 = Nc [ETx(lB , R) + Nn ERx(lB)] (10)

3.3.2. Cluster Formation Phase. In the cluster forma-
tion phase, a percentage Pex of the total nodes perform
local meetings, i.e, they broadcast the information about
themselves and their cluster within a smaller reception ra-
dius r. All nodes receiving this signal update their cluster
membership based on this new information.

E2 = Nw Pex

[

ETx(lB , r) + λπr2ERx(lB)
]

(11)

3.3.3. Registration Phase. In the registration phase,
each node in the cluster registers itself at the cluster head
with a message of length lR and the cluster head broadcasts
as response the TDMA schedule of length lS = 16+8Nn.

E3 = Nc

[

Ec(lR, R) + Nn ERx(lR)

+ ETx(lS , R) + Nn ERx(lS)
] (12)

3.3.4. Data Transmission Phase. The data transmission
phase can be split up in two parts: (i) the communica-
tion of the cluster members, and (ii) the communication of
the cluster heads. The first part describes the transmission
of the messages from the cluster members to their cluster
heads and can be expressed simply by Ec(lM , R), where
lM is the message length of the sensed data.

For the computation of the second part, we must apply
the following considerations. Each cluster head receives
the messages with length lM from all of the nodes in the
cluster, merges the received data and its own data to a sin-
gle message of length l̃M and transmits it to the base sta-
tion. Additionally, we must consider the energy that is re-
quired for the transmission of the data from the cluster head
to the base station. The BS is located at the coordinates
(bx, by) ∈ IR2, somewhere within or outside the observa-
tion window. The distance to an arbitrary node with the
coordinates (x, y) is given by

dBS({x, y}) =
√

(bx − x)2 + (by − y)2.

Since the node process is stationary, Campbell’s theo-
rem in its general expression (see [5], section 12.1) can be
used. The mean energy required for the transmission of the



data from all cluster heads to the BS is given by

Eh = λc

∫ W

0

∫ W

0

ETx(l̃M , dBS({x, y})) dx dy (13)

where we denote l̃M as the length of the aggregated mes-
sage at the cluster head, which it transmits to the BS.

Thus, the total energy consumed for the communica-
tion during the fourth round is then given as

E4 = Nc

[

Ec(lM , R) + Nn ERx(lM )

+ (Nn + 1) lM Efuse

]

+ Eh

(14)

Finally, the total energy consumption per round is the
sum of the energy consumption of all four phases.

Etotal =

4
∑

i=1

Ei (15)

3.4. Model of Message Aggregation
Since all data is locally collected from the cluster at the
cluster heads, there is a potential benefit of compressing
the data messages into a packet of smaller size before trans-
mitting it to the BS. Since the compressibility of the data
depends highly on the type of application data we are trans-
mitting, we need to give a generic description of the size
reduction. Let us assume that a cluster consists of Nn

nodes and each transmits a data message of length lM to
the cluster head. The cluster head receives these messages
and fuses it together with its own measured data to a single
packet. We can therefore assume that the new packet size
will be somewhere between lM (when perfect compression
is possible) up to Nn lM (for no compression). In order
to parameterize the compression we introduce the (linear)
compression factor ρ ∈ [0, 1] as given in (16).

l̃M = [N − (N − 1) ρ] lM (16)

Note that we do not consider the energy used for fus-
ing the data at the base station, as we assume that it has
unlimited power and is not relevant for our study.

4. Evaluation of the Clustering Parameters
Let us now give some numerical results and compare both
clustering methods for their energy efficiency. The para-
meters we consider for the message lengths are given in
Tab. 1 and correspond to those found in [12]. Furthermore,
the desired percentage of cluster heads Pex is chosen as
0.3.

We consider the layout of the observation area and the
BS as described in [10]. In this scenario, the BS is located
outside the window at position at bx = W

2
, by = W +∆y,

Table 1: Message length parameters
variable length [bit]

lM 2000
lB 60
lR 16
lS 16 + 8Nn

BS (bx,by)

(0,0)
(0,W)

(W,W)

∆y

�

Figure 4: Considered BS layout

with ∆y > d0 as shown in Fig. 4. This requires that the
second equation of (2) is used for all transmissions from
the cluster heads to the BS. The considered layout is shown
in Fig. 4.

If we insert the values for bx and by into Eqn. (13), we
obtain the following result.

Eh = λc l̃M W 2 [Eelec + εmp α] (17)

where α is a constant defined as

α = ∆y4 + 2∆y3W +
13

6
∆y2W 2

+
7

6
∆yW 3 +

193

720
W 4.

(18)

4.1. Energy for Direct Transmissions
In order to evaluate the benefits in energy consumption of
the clustering scheme we need to compare its performance
with that of non-clustering. We do not investigate the ef-
fects of CSMA/CA MAC collisions at this point, but it
should be remarked that the MAC protocol does not scale
well with the number of nodes due to the small backoff
window sizes. In this study, we entirely focus on the energy
consumption. When we assume that all nodes (even those
very remote) are able to reach the BS with a direct trans-
mission, the whole overhead from generating the clusters
is not required. We wish to examine at what node densities



�

1 10 100

1.0e-4

1.0e-3

1.0e-2

cluster radius R

no
rm

al
iz

ed
 e

ne
rg

y 
co

ns
um

pt
io

n

ρ = 0.0ρ = 1.0

r = 20

r = 30

r = 40

r = 20
r = 30

r = 40

1.0e-5

Figure 5: Energy consumption over cluster radius R

and windows sizes it is better to use our clustering method
rather than direct transmissions.

The total energy with direct transmission is then similar
to the term given in (17) for the transmission in the fourth
phase and the reception of these signals.

Êtotal = λ lM W 2 [2Eelec + εmp α] (19)

The term α corresponds to the one defined in (18).

4.2. Optimal Cluster Radius
The normalized energy consumption is depicted as a func-
tion of the cluster radius R in Fig. 5. Here, we normalized
the total energy Etotal by the total number of nodes to ob-
tain the average energy consumption per node. We used a
node density of λ = 0.01 and a window size of W = 100
to obtain on average 100 nodes in total. The two extreme
compression settings of ρ = 0.0 and ρ = 1.0 were used.
We can see the following results. For ρ = 1.0 (perfect
compression), there exists a global minimal radius which
is the most energy efficient setting at about R∗ = 32. On
the other hand, when we have no compression (ρ = 0.0),
this means that there is no real benefit obtained from clus-
tering, since the energy consumption is simply shifted from
the cluster members to the cluster heads. This result is il-
lustrated by the global minimum being for R → 0. In both
cases, however, we can recognize that the influence of the
meeting radius r is hardly visible. In the following, we will
therefore choose it at r = 20 and ρ = 0.5 for our further
experiments.

The influence of both parameters, cluster radius R and
node density λ, is illustrated in Fig. 6. The origin of this
graph lies in the lower left corner. We can recognize that
there is an optimal region with the darkest color where the
energy is lowest and that corresponds to the area of the
minimum found in Fig. 5. Too small or too large clus-
ter radii cause higher energy consumption and when the
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density λ reduces to zero, the benefits from clustering also
disappear as the distance between nodes gets too large.

4.3. Evaluation of Compression
Let us now compare the clustering method with the case
of direct transmissions. The energy consumed per node is
plotted in Fig. 7 for both cases with and without clustering.
Obviously, the average energy per node in the direct trans-
mission case is independent of the node density, as there is
no interaction among the nodes. When we have clustering,
it depends on the compression factor, if we can achieve
a better performance than direct transmissions. For high
compression ratio, we can recognize in Fig. 7 that clus-
tering is beneficial from energy viewpoint, whereas when
there is no compression (ρ = 0) the overhead of generat-
ing the clusters prevails. In general, we can say that when
the compression ratio is less than 0.25 direct transmission
requires less energy than our clustering method. Another
interesting feature we can recognize from Fig. 7 is that for
ρ > 0.25 exists an optimal node density λ where we have
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the lowest energy consumption per node.
Fig. 8 shows this issue in more detail. In this figure,

we plotted the compression factor ρ on the x-axis and the
energy per node on the y-axis. This figure illustrates the
efficiency of clustering in terms of the compression factor
ρ. The points at which the curves for direct transmission
and clustering intersect, show us from which compression
ratios on it is better to perform clustering. For smaller ρ,
direct transmission is better in energy efficiency. Another
advantage not shown in this figure is that clustering reduces
the number of collisions in the channel as less nodes com-
pete simultaneously for access.

5. Conclusion

In this paper we presented a mathematical model for calcu-
lating the average energy consumption in a sensor network
operating with the biologically-inspired clustering method
from [12]. We modeled the node distribution with a spa-
tial point process to take the randomness of their locations
into account and obtained an analytical value for the energy
consumption of a sensor network.

We could see that an energy-optimal cluster radius ex-
ists and that the compression ratio and node density lead
to a tradeoff point, where direct transmission without the
overhead of clustering appears to be more energy-efficient.
This comparison is, however, only hypothetical, as the di-
rect transmission method performs in reality much worse
due to collisions on the MAC layer.

Although we focused on a specific clustering method,
this type of analysis is applicable to any other clustering
approach as well. With this analysis, we are able to obtain
the optimal parameter settings for the clustering methods,
when the area size, node density, and compressibility of the
data messages is known. These are typically application
specific values.

In the future, we wish to extend this model with spa-
tial node distributions to the case where the data from the
cluster heads to the BS is no longer transmitted directly,
but via multi-hop transmission over other cluster heads.
Furthermore, enhancing these energy consumption equa-
tions with a more detailed model of the retransmissions
on the MAC layer is the subject of further research. This
seems especially important as the considered clustering ap-
proaches often make the unrealistic assumption that several
different MAC protocols can be used. Recently, the ZigBee
[22] specification using the IEEE 802.15.4 [11] MAC pro-
tocol has received growing attention. We wish to include
a model for the energy dissipated due to the CSMA/CA
MAC protocol for IEEE 802.15.4, e.g. [16], in the mathe-
matical framework proposed in this paper.
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[15] N. Labroche, N. Monmarché, and G. Venturini. A new clus-
tering algorithm based on the chemical recognition system

of ants. In Proc. of the 15th European Conference on Arti-
ficial Intelligence, pages 345–349, 2002.

[16] K. Leibnitz, N. Wakamiya, and M. Murata. Modeling of
IEEE 802.15.4 in a cluster of synchronized sensor nodes. In
19th International Teletraffic Congress (ITC-19), Beijing,
China, August 2005.

[17] S. Lindsey and C. Raghavendra. PEGASIS: Power effi-
cient gathering in sensor information systems. In IEEE
Aerospace Conference, Big Sky, MT, Mar. 2002.

[18] T. Shu, M. Krunz, and S. Vrudhula. Power balanced
coverage-time optimization for clustered wireless sensor
networks. In Proc. of the 6th ACM international symposium
on Mobile ad hoc networking and computing (MobiHoc),
pages 111 – 120, Urbana-Champaign, IL, 2005.

[19] D. Stoyan, W. Kendall, and J. Mecke. Stochastic Geometry
and its Application. John Wiley & Sons, 1995.

[20] W. Ye, J. Heidemann, and D. Estrin. An energy-efficient
MAC protocol for wireless sensor networks. In Proc. of
IEEE INFOCOM, New York, NY, June 2002.

[21] O. Younis and S. Fahmy. Distributed clustering in ad-hoc
sensor networks: A hybrid, energy-efficient approach. In
IEEE INFOCOM, Hong Kong, Mar. 2004.

[22] ZigBee Alliance. http://www.zigbee.org/.


