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Abstract

Anycast is a new IPv6 function, in which an anycast address can be assigned to multiple nodes
that provide the same service. An anycast packet is transmitted to one appropriate node selected
out of all the nodes assigned to the same anycast address. Anycasting provides such features as
service discovery, load balancing, and robustness against breakdown. Furthermore, when anycast
is implemented at the IP layer, existing applications can provide services over the anycast features
without their source code needing to be modified. Some mechanisms for achieving anycast routing
have already been proposed, though they are used only in a few applications because of two im-
portant limitations. One is that these mechanisms are not easy to deploy because the mechanisms
require existing routers to be changed or require complex operational tasks; end users cannot even
assign anycast addresses to their hosts. The other main limitation is that these mechanisms can-
not provide “continuous”-type connections such as Transmission Control Protocol (TCP). Conse-
qguently, we propose a new anycast routing mechanism that uses Mobile IPv6, which is a routing
mechanism for mobile nodes. In the proposed mechanism, anycast routing is achieved by the end
nodes, removing the need to modify existing routers. End users themselves can assign anycast ad-
dresses to their hosts using our proposed mechanism. Furthermore, the proposed mechanism can
provide “continuous”-type connections by using Mobile IPv6 functions. We validated the feasi-
bility of the proposed mechanism through implementation experiments. In this thesis, we present

and explain the proposed mechanism’s design and development.
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1 Introduction

The scale of the Internet has been expanding every year, and with it there has been a steady
increase in the number of Internet users, as well as diversification of Internet services. The present
Internet mainly uses the IPv4 (Internet Protocol version 4) [1] as a communication protocol. IPv4
was designed in 1970’s, and has now been in use for decades. Unfortunately, however, IPv4
cannot function effectively enough to cope with this enormous increase in users and demand for
the Internet. For example, the address space of IPv4 is not large enough to assign a unique address
to all users who connect to the Internet. Moreover, no IPv4 specification has enough security or
mobility functions that are now in great need, because security and mobility were not high on the
list of requirements when IPv4 was designed. In response to IPv4’s shortcomings, IPv6 (Internet
Protocol version 6) [2] was designed as the next-generation protocol, and this is now gradually
becoming the Internet's communication protocol. The grounds for this shift to IPv6 is that IPv6

is supported by many networks such as Internet Service Providers (ISP) and academic networks.
Examples of IPv6’s advantages over IPv4 are that the address space of IPv6 is so large that we
do not have to worry about the amount of remaining address space even if a unique address were
assigned to all Internet users, and that security and mobility functions are included in the IPv6
specifications. Furthermore, IPv6 includes some new functions that are currently in demand or are
predicted to be useful in the future.

Anycast [3] is one of new functions defined in IPv6. There are actually three communication
forms defined in IPv6; unicast, multicast, and anycast. The most characteristic feature of anycast
is that an anycast address [4] can be assigned to any type of service. That is, multiple nodes
providing the same service can be assigned the same anycast address. Also, in multicast, multiple
nodes can be assigned a single multicast address. However, the point where anycast addresses are
different from multicast address is that a packet addressed to an anycast address is transmitted to
one appropriate node selected out of nodes assigned the anycast address.

Figure 1 shows an example of anycast communications. The single anycast adldrgss
is assigned to the multiple nodesR;, AR,, and AR3, which are called Anycast Responders
(AR). An anycast packet represents a packet whose destination address is anycast address. A node
that sends an anycast packet is called an Anycast Initiator (Al). When an anycast initiator issues an

anycast packet, the appropriate one of anycast responders will receive the anycast packet according



Al: Anycast Initiator
AR: Anycast Responder
Aany: Anycast Address

AR1 (AAny)

Anycast Packet AR: (Aany)

Al2 the Internet

ARs (Aany)

Figure 1: Communications in anycast

to a selection criteria for the anycast addresses. One of important features of anycasting is that the
appropriate anycast responder for anycast packet may change according to the network conditions,
location of the anycast initiator, or the availability of anycast responders, even if the same anycast
initiator sends multiple anycast packets. In Figure 1, the anycast initidtarand AI, send one
anycast packet each. Unlike unicast and multicast, these anycast packets are not always delivered
to same anycast responder, but are sent to e.g., anycast respdiitieasid A R3, respectively.
Because the routing of anycast packets is performed on the IP-layer, the applications in both the
anycast initiator and the anycast responder do not require any knowledge about which anycast
responder has been selected for the communication.

Anycast has some unique and interesting characteristics. Following are some examples of

anycast applications.

e Service discovery

An anycast address enables us to assign a service-oriented address. To achieve a service dis-

covery, we first assign an anycast address to each service, and then give the anycast address



to the nodes on which the associated service is running. As a result, we can find the (appro-
priate) node providing the service simply by specifying the correspondent anycast address.
For example, when we assign a well-known anycast address to a DNS server, the DNS query
packets destined for the anycast address would be forwarded to an appropriate DNS server.
Therefore, we can receive a response from an appropriate DNS server regardless of where

we connected to the Internet.

Location-dependent service

It is possible for us to connect to the nearest server using anycast. That is, we can connect
to a location-specific server. For example, we can get the local time using the same anycast
address even if we move between countries. It is similar to the “Emergency call” in the real

world.

Load-balancing

As the numbers of anycast responders having the same anycast address increase, anycast
initiators can communicate with the appropriate anycast responders in each case. If anycast

responders are globally distributed, the loads of anycast responders achieve balance.

Robustness against a breakdown

When an anycast responder fails, another responder with the same anycast address can re-
ceive the anycast packet. Therefore, the service for anycast initiators can be provided con-

tinuously even after the failure of an anycast responder.

Today, anycast is used in some applications. Some DNS root servers (e.g., F-, I- and K-root

servers) are deployed using an anycast address. Due to the DNS specifications, the number of

root DNS servers is limited in the world. The main purpose of assigning an anycast address

is to expand the number of root DNS servers [5] to reduce the load of root servers. Another

example is the assigning of an anycast address to Rendevous Points [6] for the multicast routing

protocols (e.g., PIM-SM [7]). Also, the use of anycast is currently being discussed in [8], which

presents a series of recommendations for distribution of services using anycast. Furthermore, some

mechanisms to achieve anycast routing are proposed [9, 10, 11, 12]. However, these mechanisms

are used only in a few applications because of two main limitations. One limitation is that these

mechanisms are not easy to deploy because the mechanisms require existing routers to be changed
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or require hard operational tasks such as advertising of each anycast address to backbone networks
of the Internet. End-users cannot even assign anycast addresses to their hosts because end-users
cannot change/modify the routers, or advertise the routing information. Another limitation is

that these mechanisms cannot provide “continuous”-type connections like Transmission Control
Protocol (TCP). Currently, anycast is used only in “one shot”-type services like DNS. It is because
each anycast packet issued by an anycast initiator is not always delivered to a particular anycast
responder. Most of current Internet applications do not assume that communication peers may
change during a communication. To keep a “continuous”-type connections between an anycast
initiator and an anycast responder using an anycast address, all anycast packets issued by the
anycast initiator must be delivered to the same anycast responder.

Then, we propose a new anycast routing mechanism. Our proposed mechanism utilizes Mobile
IPv6 which is a routing mechanism for mobile nodes. In the proposed mechanism, anycast routing
is achieved by the end—nodes so that modifications of existing routers are not required. End-users
themselves can assign anycast addresses to their hosts using proposed mechanism. Furthermore,
the proposed mechanism can provide “continuous”-type connections by utilizing Mobile IPv6
functions.

The remainder of this paper is organized as follows: Section 2 explains anycast in more detail,
and Section 3 discusses how we should design the anycast routing mechanism. Section 4 intro-
duces our proposed mechanism, which achieves IPv6 global anycast routing by making good use
of Mobile IPv6 mechanism. In Section 5, we validate the feasibility of our proposed mechanism

in real machines. Finally, Section 6 presents our conclusions and future topics.



2 Anycast Taxonomy

For a smooth discussion in this thesis, we will describe details of anycast in this section. Firstly,
we will introduce some terminologies which are essential in describing our proposed mechanism.

Next, we will classify some types of anycast.

2.1 Anycast Terminology

We have arranged anycast terminology in an Internet-Draft, titled “IPv6 Anycast Terminology
Definition” [13]. The terminology in this thesis follows the document. To assist with comprehen-

sion, we introduce the terminologies using Figure 2.

e Nodes

— Anycast Initiator (Al):

A node that issues an anycast packet.

— Anycast RespondelAR):
A node that can receive the anycast packdt?;, AR, and AR3 in Figure 2 are

anycast responders.

— Correspondent Anycast Responde(CAR):
A node actually receiving the anycast packéfRz, is a correspondent anycast respon-

der.
e Links

— Anycast Initiator Link (AIL):

A link where an anycast initiator exists.

— Anycast Responder Link(ARL):
A link where an anycast responder existsR L1, ARL-, andARLs in Figure 2 are

all anycast responder links.

e Addresses

10



| nternet
AlL

Anycast Packet
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—CAR (Aany, CPUA);

Figure 2: Basic terminology

— Anycast Address(A 4ny):
An address used for anycast communications. Defined in444;, AR, and AR3

in Figure 2 are assigned the same anycast adadtgsg.

— Anycast Prefix

A prefix part of an anycast address.

— Peer Unicast AddresseéPUA):
One or more unicast addresses assigned to anycast responders. In Figtrd 2,

PUA,, andPU As are assigned td Ry, AR», and AR3, respectively.

— Correspondent Peer Unicast Addres§CPUA):
One or more unicast addresses assigned to a correspondent anycast regtiorder.

in Figure 2 is a correspondent peer unicast address.

e Others

11



(a) Subnet Anycast (b) Global Anycast

Figure 3: Two types of anycast according to view point of routing range

— Anycast Packet

A packet whose destination address is filled with an anycast address.

— Anycast Group Membership (AGM):
A group that consists of anycast responders that are assigned a same anycast address.

In Figure 2,AR;, ARy, andAR3 are included in the saméG M.

2.2 Types of Anycast

Anycast is categorized into two types according to the view point of the routing range. One type
is a Subnet Anycast, where all anycast responders are in the same subnet (See Figure 3(a)). In
the subnet anycast, the anycast packet is transmitted to edge Ryubsr the existing unicast
routing, and the edge router selects the correspondent anycast responder. The edge router can use
a Neighbor Discovery mechanism [14] to select the CAR. In fact, subnet anycast is already realized
in some services such as Mobile IPv6 DHAAD [15] and Subnet-Router anycast [4]. Another type
is a Global Anycast, in which anycast responders are widely distributed across the Internet (See
Figure 3(b)). A global anycast is more difficult to achieve than the subnet anycast because the
anycast responders are not in a range that single router can manage. However, a global anycast
can provide a wider anycast service, thus we aim to realize a global anycast through the work
discussed in this thesis.

Anycast is also categorized into two types according to view point of the layer. One type

is a network layer (i.e., an IP layer) anycast, where routers or operating system in end nodes

12



implement the anycast mechanism. When anycast is realized in the network layer, there is the
advantage that the anycast functions can be added to existing applications without editing the
source codes. Another type is the application layer anycast, where the application implements the
anycast mechanism. In this case, we should edit or make new source codes for the applications.
In this thesis, we focus on the network layer anycast because our goal includes to use anycast with

existing applications.

13



3 Designing an Anycast Routing Mechanism

In this section, we classify the functional components to achieve global anycasting, and describe

our design choice.

3.1 Functional Components Required to Achieve Anycast Routing

In this subsection, we discuss functional components required to achieve anycast routing.

3.1.1 Nodes to Implement the Mechanism

Firstly, we determine where we implement the anycast mechanism. Either routers and hosts (i.e.

end nodes) may implement the mechanism.

e Implementation in routers

When we implement the anycast mechanism in routers, the routers should determine where
to transmit an anycast packet. The approaches for implementing anycast mechanism within
routers are studied in [9, 10, 11, 12]. Although these mechanism can forward anycast packet
more flexibly, these approaches require the replacement of existing routers on the Internet.

Therefore, it is not practical at the first phase of the anycast deployment scenario.

e Implementation in end nodes

When we implement the anycast mechanism in end nodes, the end nodes determine where
to deliver an anycast packet. The implementation in the end nodes doesn'’t require router

modification, so we can use the anycast mechanism only by end node modification.

The modification/expansion on end nodes are easier than one on routers. In this paper, we aim to
realize anycast mechanism in end nodes because the motivation of our woaktisal, that is,

we desire to use anycast with a small modification to the current Internet.

3.1.2 Routing Information Management

A routing information related to the anycast address is essential to locate a correspondent anycast
responder because the current unicast routing cannot manage the anycast address. When the end

nodes select the correspondent anycast responder, the end nodes need to maintain the anycast

14



routing information to locate the correspondent anycast responder. An end node that selects a
correspondent anycast responder may be an anycast initiator, or it may be another node such as a

central server.

e Case of the anycast initiator

The anycast initiator can select appropriate correspondent anycast responder for the any-
cast initiator's self. However, it is difficult for an anycast initiator to always maintain the

information about anycast responders.

e Case of the central server

The central server can maintain the information about anycast responders centrally. How-

ever, the traffic concentrates on the central server.

To make up for each other’'s weak point, we aim to use both an anycast initiator and a central
server. That is, the routing information is intensively maintained in the central server, and the
anycast initiator might maintain the routing information optionally to avoid the concentration of
the traffic. The anycast mechanism is easy to deploy when we use existing routing mechanisms to
manage anycast routing information. So, we aim to use an existing routing mechanism to design

our anycast mechanism.

3.1.3 State Management

When designing an protocol, there are two approaches to manage states of the protocol — a soft-

state approach and a hard-state approach.

e Soft-state approach

In a soft-state, the state is created and periodically refreshed by a “refresh” message. The
state is deleted if no matching “refresh” messages arrive before the expiration of a given
timeout interval. The state may also be deleted by an explicit “teardown” message. This
approach has trouble resistance because a state of node that fails is deleted within a given

time interval. However, unnecessary traffic occurs in this approach to “refresh” the state.

e Hard-state approach

15



In a hard-state, in the absence of some event to trigger a protocol response, the protocol’'s
state will remain unchanged for an unbounded time period. Unnecessary traffic doesn'’t
occur in this approach because “refresh” message is not used. However, once the system

failed, the influence of the failure continues long because the state will be not refreshed.

[16] suggests that the soft-state approach is suitable for mechanisms used on the Internet because
the soft-state mechanism possesses a strong robustness. We use this soft-state approach to manage
states of anycast responders, that is, the routing information that relates the anycast address to the

peer unicast address is managed via soft-state approach.

3.1.4 Selection of a Correspondent Anycast Responder

There are various criteria for selecting a correspondent anycast responder depending on the any-

casting mechanisms and services provided. We show some examples of the criteria:
e Topological distance

An anycast responder that is topologically closest to an anycast initiator is selected as a cor-
respondent anycast responder. For example, a server that our ISP provides is selected as a
correspondent anycast responder. This criterion reduces unnecessary lengthy communica-

tions and is the most suitable for a service that values a short round-trip time.

e Accessibility

One of the available anycast responders is selected as a correspondent anycast responder,
regardless of whether the correspondent anycast responder can provide the best service. This
criterion is easier to implement because the necessary information is whether the anycast

responders are working.

e Service-specific information

According to the specific information provided by the anycast responders, an anycast re-
sponder is selected as a correspondent anycast responder. For example, multimedia stream-
ing servers provide their server resource information such as throughput, and a server which
provides the highest throughput is selected as a correspondent anycast responder. However,
this mechanism needs the help of the application layer because the network layer cannot

obtain the information such as throughput.

16



Cache
HA (HoA) o
Src:CoA1|[Src;HoA Src:HoA
Dst-HoA ||[Dst:cN |Payioad DstiN Payload

MN (CoA1)

Figure 4: Communication between a mobile node and a correspondent node

3.2 Using Mobile IPv6 for Global Anycasting

When we use an existing mechanism to achieve an anycast routing, that anycast routing needs
to be easy to deploy. We attempted to employ an existing mechanism that is ideal for achieving
an anycast routing. The outcome was that we discovered Mobile IPv6 resolves the difficulty
mentioned above and provides the functional components required in global anycasting. We will
introduce the Mobile IPv6 mechanism in this subsection. Then we discuss the analogy between

Mobile IPv6 and Global Anycast.

3.2.1 Brief Introduction of Mobile IPv6

We briefly introduce the concept of Mobile IPv6 before discussing the MGA mechanism. Mobile
IPv6 is an mechanism for maintaining communication between a Mobile Node (MN) and a Cor-
respondent Node (CN) wherever the mobile node connects to the Internet. A link where a mobile
node originally exists is called a Home Link (HL), and the mobile node has an address called
a Home Address (HoA), which the mobile node uses to communicate with other mobile nodes.
Each mobile node also has an address called a Care-of Address (CoA).

There are two problems when a mobile node communicates with a correspondent node. First,
it is not suitable to use the CoA of the mobile node directly because the CoA may change when
the mobile node moves to another network. Second, from a correspondent node it is difficult to
have knowledge of a CoA for the mobile node prior to communication.

To solve these problems, communication between the mobile node and the correspondent node

17
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Figure 5: Route optimization in Mobile IPv6

needs to be established with the home address. In order to maintain communication using the
home address, a Home Agent (HA) is deployed on the mobile node’s home link. Figure 4 shows a
communication between a mobile nodiEV and a correspondent nod&V through a home agent

HA. HA can receive packets addressedfdV's home addresél oA becausdioA is assigned

to HA. WhenM N is outside the home link}/ N establishes a virtual tunnel betweghN and

HA. Tocommunicate fron®' N to M N, CN sends a packet whose destination addregsod.

The packet is first sent tf A. H A then encapsulates the packet, and sendd 16 through the

virtual tunnel. M N finally decapsulates the packet, and receives it. Similarly, fdéN to CN,

M N sends packets t6 N throughH A through a reverse tunnel.

H A maintains information called a Binding Cache. WhdiiV moves to a different network,
the binding cache is updated By /N using a message called a Binding Update, which includes a
new care-of address @ff V.

Communication betweed N andCN is achieved viaH A; however, this communication
requires additional network resources and delays compared with a direct communication between
MN andC N, since packets of both directions are always passed thréughThe overhead is
negligible for long-term communication. To avoid this, Mobile IPv6 defines a mechanism called
Route Optimization. See Figure 5, whetgV also has a binding cache to optimize the route.
When M N decides the optimal routéy/ N sends a binding update t6/N. After verification,

C N updates its binding cache, and sends packets by dsinty instead of usingdoA. When

M N moves to another network, a new binding update is sedtbto notify the network of a

18



Table 1: Addresses used in Mobile IPv6 and global anycast
Mobile IPv6 Global Anycast

Location-independent addressHome AddressifoA) | Anycast Address4 4,,)

location-dependent address | Care-of Address({oA) | Peer Unicast Addres$(U A)

new care-of address.

3.2.2 Analogies Between Mobile IPv6 and Global Anycast

By analyzing the behavior of Mobile IPv6 and anycast, we found that there is an analogy between
Mobile IPv6 and the generic anycast mechanism. The most significant analogy between Mobile
IPv6 and global anycast is that both Mobile IPv6 and global anycast use two types of addresses:
a location-independent address and a location-dependent address, which are shown in Table 1.
In Mobile IPv6, mobile nodes use a home address to communicate with correspondent nodes,
regardless of the network in which the mobile nodes exist. Similarly, in a global anycast, anycast
responders use anycast addresses to communicate with anycast initiators regardless of the network
where an anycast responder exists.
Furthermore, Mobile IPv6 functions are suitable for attaining the required functions described

in Sub-section 3.1. That is:

e The routing information in Mobile IPv6 associates a location-independent address with a
location-dependent address. Using this function, we can associate an anycast address with

the peer unicast address of an anycast responder in global anycast.

e The routing in Mobile IPv6 is performed by end nodes. When we use this feature and design
a global anycast routing mechanism in end nodes, we can achieve an anycast routing without

modifying existing routers.

e The correspondent destination nodes of the anycast packets are decided by updating the
routing information on the central node. Using this function, we can select the correspondent

anycast responder in global anycast.

e State management in Mobile IPv6 is based on the soft-state approach. An anycast routing

mechanism can be designed based on the soft-state approach.
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Table 2: Correspondence between Mobile IPv6 and global anycast
Mobile IPv6 Global Anycast

Nodes Mobile Node (MN) Anycast Responder (AR)

Correspondent Node (CN)Anycast Initiator (Al)

Home Agent (HA) Home Anycast Agent (HAA)
Links Home Link (HL) Anycast Home Link (AHL)
Addresses Home Address (HoA) Anycast AddressA 4n,)

Care-of Address (CoA) | Peer Unicast Address (PUA
Routing Information| Binding Cache Anycast Binding Cache

Binding Update Anycast Binding Update

These analogies and functions enable us to design an anycast routing mechanism based on Mobile
IPv6. When employing Mobile IPv6 to achieve global anycast, we map objects in Mobile IPv6
to ones in global anycast as shown in Table 2. The next section describes the proposed anycast

routing mechanism.

20



4 Mobile IPv6-based Global Anycast (MGA)

We propose an anycast routing mechanism named Mobile IPv6-based Global Anycast (MGA).
Characteristically, since MGA makes good use of the Mobile IPv6 functions. it can be imple-
mented with a few modifications to the Mobile IPv6 functions in the initial phase of its deploy-
ment. In this section, we define two models in the proposed mechanism and describe operations

in both models in detail.

4.1 Two Models in MGA

MGA is divided into two models, basic model and advanced model, according to whether we use

the Mobile IPv6 mechanism as is.

e Basic model

The basic model is designed to use Mobile IPv6 mechanism as is and does not require any
further protocols. A great advantage of this model is that we can realize anycast directly (i.e.,
without any modification) by using Mobile IPv6 mechanism. However, because Mobile
IPv6 does not cover all functionalities of anycast, the basic model has some limitations.
These restrictions are resolved by the advanced model. The details of the limitations and

the resolutions are described in subsection 4.3.

¢ Advanced model
The advanced model is designed to extend the basic model (i.e., to extend the Mobile IPv6
mechanism). Advanced functions realized by the advanced model make up for limitations in
basic model. We designed some advanced functions. The details of the advanced functions
are described in subsection 4.3.

4.2 Basic Model

We first describe the functions of the basic model.

4.2.1 Communication Procedure

In MGA, home anycast agent (HAA) relays communication between anycast initiators and anycast

responders. The home anycast agent exists on the anycast home link where the network prefix of
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Figure 6: Communication between an anycast initiator and an anycast responder

the link equals the anycast prefix. That is, anycast packets are delivered to anycast home links by
unicast routing. The anycast packets are then captured by HAA, and HAA relays the packets to
anycast responders. To relay a communication of an anycast initiator and a correspondent anycast
responder, a home anycast agent maintains information called an anycast binding cache, which
associates the anycast address to the correspondent peer unicast address. The anycast binding
cache is managed with the previously mentioned soft-state approach, and is updated by the anycast

responders using a message called an anycast binding update. We show the details of the anycast

binding cache in Subsection 4.2.2.

Figure 6 illustrates some examples of basic communications in MGA.

e Transmitting an anycast packet from Al to AR
(1) Ananycastinitiatorl] issues an anycast packet addressed to an anycast addrgss
(2) The anycast packet is transmitted to the anycast home link by unicast routing
(3) A home anycast agettf AA captures the anycast packet

(4) HAA refers an anycast binding cache and receives a peer unicast address associated

with the anycast address

(5) HAA encapsulates the packet with the IP header in which the destination address is

the peer unicast address
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(6) HAA issues the encapsulated packet
(7) The packet is transmitted R by unicast routing

(8) AR decapsulates the packet and receives the original anycast packet
e Transmitting a packet from AR to Al

(1) AR encapsulates the packet addressed tavith IP header in which the destination

address i 4,y
(2) AR issues the encapsulated packet
(38) The packet is transmitted to the anycast home link by unicast routing
(4) HAA captures the packet
(5) HAA decapsulates the packet and receives the original packet addressed to
(6) HAA issues the decapsulated packet

(7) AI receives the packet

4.2.2 Managing Routing Informations

In MGA, the anycast binding cache is used as routing information. The anycast binding cache

is maintained by a home anycast agent, and contains information that relates an anycast address
to an peer unicast address. The anycast binding cache may also be maintained by an anycast
initiator when an anycast responder executes a routing optimization procedure, discribed in sub-
subsection 4.2.3. The home anycast agent refers the anycast binding cache, and selects an anycast
responder which is to receive the anycast packet.

The anycast responders update the anycast binding cache by sending the anycast binding up-
date messages to the home anycast agent, just as mobile node updates the binding cache by sending
the binding update messages to the home agent in Mobile IPv6. MGA basic model uses Mobile
IPv6 mechanism as is, so the mechanism of the anycast binding cache in MGA basic model is
same as the one in Mobile IPv6. Looking at the left side of Figure 7, the anycast binding cache

in MGA basic model can only maintain a single relationship between an anycast addligs} (
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Figure 7: Anycast binding update in the basic model

and a peers unicast addre$¥{A;). When the anycast binding cache is updated by the anycast
binding update message (see right side of Figure 7), the relationship betlwggm@and PU A; is
overwritten by the new peer unicast addreBg/(45). At that point, the old relationship between
Auany and thePU Ay is lost.

Furthermore, to implement a soft-state mechanism, the anycast binding cache is periodically
updated (i.e., refreshed) by the anycast binding update message, and is deleted if no anycast bind-
ing update message (i.e., refresh messages) arrives before the expiration of a given timeout inter-
val. Because the binding cache in Mobile IPv6 is designed via a soft-state approach, the anycast

binding cache in MGA can easily inherit the positive points of the soft-state mechanism.

4.2.3 “Continuous”-Type Connections with Route Optimization

To use anycast in various applications, we aim to keep the “continuous”-type connections in any-
cast communications. Then, we discuss a method for keeping the “continuous”-type connections.
Because the home anycast agent transmits the anycast packet for various anycast responders case-
by-case, it is difficult to keep the “continuous”-type connections. Therefore, we try to keep the
connections via direct communication between the anycast initiator and the anycast responder (i.e.,
without being relayed by the home anycast agent). In Mobile IPv6, a function named route opti-
mization is defined to enable the mobile node to communicate with a correspondent node directly.
Via the route optimization, anycast initiators can communicate with anycast responders directly
in MGA. We apply the route optimization mechanism to keep the stateful session in MGA. To
execute route optimization procedure, firstly initiates communication wittd R throughH A A

as shown in Figure 6. Secondly,R issues the anycast binding update messagé&ltcand A7

then maintain the anycast binding cache as welHasA. Al and AR can then communicate
directly, as shown in Figure 8.

However, this method might not keep the “continuous”-type connections wtetoes not
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Figure 8: Route optimization in MGA

implement Mobile IPv6 functions. We will introduce a extended function to keep the “continuous”-

type connections even whedd does not implement Mobile IPv6 functions in subsection 4.3

4.2.4 Limitations in Basic Model

As mentioned above, we achieved anycast routing via Mobile IPv6 functions in the basic model.
However, the anycast functionalities in this basic model are not sufficient to provide various any-
cast services, because Mobile IPv6 was not originally designed with anycast capability. In this
subsection, we describe limitations in the basic model caused by differences between Mobile IPv6
and global anycast. A main difference is thathhome address is possessed by a single mobile node
in Mobile IPv6; on the other handn anycast address is shared by multiple anycast respoiers

global anycast. This difference causes some limitations as shown below in MGA basic model.

e Home anycast agents cannot distribute anycast packets to multiple anycast responders at one
time. This is because only a single peer unicast address can be bound with a single anycast

address in the basic model.

e “Continuous”-type connections may be destroyed when anycast initiators cannot execute

route optimization procedure
e Traffic is centralized in a home anycast agent

We resolve these limitations via advanced functions defined in the MGA advanced model.
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Figure 9: Anycast binding update in the advanced model

4.3 Advanced Model

To resolve the limitations of the MGA basic model, we designed some advanced functions for the

updated version of MGA. These advanced functions are presented in this subsection.

4.3.1 Selection of Correspondent Anycast Responder

To select appropriate anycast responder out of available anycast responders, we define a function
to associate a multiple peer unicast addresses with a single anycast address. To achieve this, we
extended the anycast binding cache. Looking at the left side of Figure 9, the anycast binding cache
contains a single relationship between thg,, and thePU A;. When the anycast binding cache

is updated by the anycast binding update message (see right side of Figure 9), the relationship
betweenA 4,,, and PU A is added to the anycast binding cache. In this case, the old relationship
betweenA 4,,, and PU A, is not lost, which differs from the case in MGA basic model. When the
home anycast agent transmits the anycast packet, éftiet; or PU As is selected according to

the application-specific metric.

4.3.2 *"Continuous”-Type Connections without Route Optimization

We have designed a mechanism that fixes the communication between anycast initiators and any-
cast responders. In the mechanism, a home anycast agent maintains information about which any-
cast initiator communicates with which anycast responder. That is, a home anycast agent watches
the source addresd() of the anycast packet and fixes the communication fignto the selected

peer unicast address. A home anycast agent keeps the communication within the given time inter-
val, and the anycast packets sent frdmwithin that interval are transmitted to the same anycast
responder. Using this mechanism, the “continuous”-type connections are kept even when anycast

initiators cannot execute route optimization procedure.
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HAA (AAny)

Figure 10: Load-balancing with midway anycast agents

4.3.3 Load-Balancing

If the home anycast agent relays all the anycast packets addressed to a particular anycast address,
traffic concentrates on the home anycast agent. To avoid traffic concentration on the home anycast
agent, we deploy multiple nodes named Midway Anycast Agents (MAAS) on the Internet. The
midway anycast agent has the same functionalities as the home anycast agent and can be deployed
on everywhere. In the network where the midway anycast agent exists, routing information is
modified to transmit the anycast packet to the midway anycast agent.

See Figure 10H AA is on network A, and the two midway anycast agemtslAc, M AAg
are on network C and E. No midway anycast agent exists on the pathAigymo HAA. In
this case, an anycast packefy, issues is routed towarHf AA using the unicast routingl/ AA¢x
and M AAp, are respectively on the path from/r and Alp to HAA. In this case, the anycast
packets issued by /r and Al are received bW/ AA- andM AAg. MAAs andM AAE then
relay the anycast packets to correspondent anycast responders selestetifyy and M AAR
respectively. By increase the number of midway anycast agents, we can distribute loads of anycast

communications.
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5 Validation of the proposed anycasting mechanism

In this section, we demonstrate the feasibility of the proposed mechanism through implementation
experiments. We show that MGA basic model works well utilizing an existing Mobile IPv6 im-
plementation only. We first show the procedure of the anycast binding update performed by two
anycast responders. Next, we show the transactions of anycast packets between anycast initiator
and anycast responder.

We validate the proposed mechanism in the following environments.

e Network Environment: As shown in Figure 11, five network segments are connected to a
single router. Anycast initiatord I; and A, are located on networks 2001:db8:0:2::/64 and
2001:db8:0:3::/64 respectively. Two anycast responde®s and AR, are located on net-
works 2001:db8:0:4::/64 and 2001:db8:0:5::/64 respectively. A home anycast agent HAA is
located on network 2001:db8:0:1::/64.

e Nodes and addresses
— Router:RT
— Home anycast agentf AA (2001:db8:0:1::2)
— Anycast initiators:Al; (2001:db8:0:2::2)Al> (2001:db8:0:3::2)
— Anycast respondersi R; (2001:db8:0:4::2)AR> (2001:db8:0:5::2)
— Anycast addressd 4, (2001:db8:0:1::a)
e Operating System: FreeBSD 5.4 Release

e Mobile IPv6 Implementation: KAME SNAP (November 21st, 2005) [17]

The applications we use in the experimentsgng andtelnet Pingis used to examine behavior of

a “one shot’-type connection, atelnetis used for a “continuous”-type connection. We observe
sequences of packets by usitopdumpon each node. We assume that the home anycast agent
HAA and all anycast respondersRk; and AR, support Mobile IPv6 functions (i.e., integrate
KAME SNAP implementation into the kernel). For anycast initiators, on the other hand, we
validate two cases, 1) anycast initiators support Mobile IPv6, or 2) anycast initiators don’t support

Mobile IPv6 in order to validate the effect of a route optimization procedure.
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Al1

2001:0b8:0:2::2:

HAA 2001:0b8:0:3::2

----------------------------------------------------------------------

2001:db8:0:l::a§ 2001:db8:0:1::a
2001:db8:0:4::2 - : 2001:db8:0:5::2 :

Figure 11: Network environment
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Figure 12: Anycast binding update performed by two anycast responders

5.1 Updating an Anycast Binding Cache

Before describing the procedure of the anycast binding update performed by two anycast respon-
ders, we introduce a sequence number which is embeded in both a binding cache and a binding
update messages in Mobile IPv6. Sequence number is used to akepeated attackone of
man-in-the-middle attacks where the attacker sends so many captured packets repeatedly. When a
home agent receives a binding update message whose sequence number is already appeared in the
previous received packet, the home agent sdnding error message to the sender of binding

update message and do nothing on the binding cache.
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We describe the procedure of the anycast binding update in MGA with Figure 12. Different
from the case in Mobile IPv6, multiple anycast responders can send anycast binding update mes-
sages to a home anycast agent in MGA at the same time. That is, an anycast binding cache in the
home anycast agent can be updated by multiple anycast responders. When the anycast responders
AR, and AR, send an anycast binding update messages, each anycast responder doesn’t care
whether or not another anycast responder have updated the anycast binding cache in the home
anycast agentf AA. It causes a problem that the sequence number in the anycast binding cache
and one in the binding update message may not be consistent, and the anycast binding update
message which has non-consistent sequence number is treated as an attack packet. Here, | show
how MGA overcomes this problem. In Figure 12R; initially sends an anycast binding up-
date message with a sequence number “200 tA. Then H AA replies to the message with
a positive message called anycast binding ack and creates an anycast binding cache which has
a sequence number “200” and associates an anycast adtliggsvith PUA; which is AR’s
peer unicast address. Nextly, assume th&b sends an anycast binding update message with a
sequence number “100” tH AA. Because the sequence numbers in the anycast binding update
message and the anycast binding cachH A are not consistenf! A A replies to the message
with a negative message called anycast binding error and the anycast binding cache is not updated.
However, because the anycast binding error includes the current sequence numberd'290",
can get a correct sequence number. Therefdf&, immediately send a new anycast binding up-
date message with a sequence number “202”. For redunddizyuses not “201” but “202” as
the sequence number. Théh4 A replies to the message with an anycast binding ack and creates
an anycast binding cache which has a sequence number “202” and associates an anycast address
A any With PU A5 which is ARy’s peer unicast address. The anycast binding cache will similarly
be updated byl R; and A R after this. ThusA R, and A R, can update the anycast binding cache

individually.

5.2 Communications without Route Optimization

In this subsubsection, we show experimental results of communications between anycast initia-
tors and anycast responders under the condition that the anycast initiators cannot execute route
optimization procedure.

When H A A’s anycast binding cache associates,, with PU A4, all anycast packets issued
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by AI; and Al are transmitted toA R, through HAA as shown in Figure 13(a). The packets
AR, issued toAl; and Al are transmitted to each anycast initiators throkbhA. AR, sends
an anycast binding update message to each anycast initiator to execute the route optimization
procedure. However I; and Al reply the message with an error message becdilisand Al
cannot recognize the anycast binding update message.

AR, executes anycast binding update, @hd A’s anycast binding cache is updated to asso-
ciate A 4,y With PU A, as shown in Figure 13(b). Then all anycast packets issuetfpyand Al
are transmitted tel R, throughH AA. Communications after that are similar to the case when the
anycast binding cache iH AA associatesl 4,,, with PUA;. Wheneverd AA’s anycast binding
cache is updated by another anycast responder, all anycast initiators begin to communicate with

the anycast responder that updatkg A’s anycast binding cache.

5.3 Communications with Route Optimization

Next, we show experimental results under the condition whether the anycast initiators support

route optimization procedure or not.

e WhenAI, supports route optimization amtl/; doesn’t

See Figure 13(b), botdl; and Al are communicating wittA Ry throughHAA. AR»
sends an anycast binding update messagéltoto execute the route optimization proce-
dure. Then Al creates an binding cache which associatag, with ARy’s peer unicast
address. And after that, as shown in Figure 14{H), communicates withd R, directly

(i.e., not throughit AA). Al continues to communicate withR, throughH A A.

AR executes anycast binding update &hd A updates its binding cache to associdtg,,
with AR;’s peer unicast address. After that, as shown in Figure 14(),communicates
with AR, through HAA and Al communicates withd R, directly. ThusAl; and Al

communicate wittd R, and A R» respectively.

e When bothAI; and Al> supports route optimization

See Figure 14(b)A I, is communicating withA R, throughH A A, and Al is communicat-
ing with AR» directly. AR; sends an anycast binding update messagdtdo execute the

route optimization procedure. TheA]; creates an binding cache which associatgs,
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Figure 13: Communications without route optimization
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with AR;’s peer unicast address. And after that, as shown in Figure 14{¢)communi-
cates withAR; directly. AI; continues to communicate withR, directly. After that, even

if HAA’s anycast binding cache will be updated, Betly, and Al; continues to commu-

nicate directly withAR; and A Rs respectively.
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Figure 14: Communications with route optimization
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6 Conclusion

In this thesis, we proposed a new anycast routing mechanism based on Mobile IPv6. The pro-
posed mechanism is achieved by using analogies between Mobile IPv6 and global anycast. We
defined two models in the proposed mechanism: a basic model and an advanced model. The basic
model employs Mobile IPv6 functions as is, thus all nodes that implement Mobile IPv6 can use
it. In the basic model, anycast initiators and anycast responders can maintain “continuous”-type
connections when they execute the route-optimization procedure defined in Mobile IPv6. The
anycast functionalities provided by the basic model are not, however, sufficient to provide various
anycast services, because Mobile IPv6 was not originally designed with anycast capability. The
advanced model extends Mobile IPv6 functions to provide various anycast services. The advanced
model features some additional functions such as an application-specific metric for home anycast
agents to select appropriate anycast responders, a routing table for home anycast agents to main-
tain “continuous”-type connections, and the distributed deployment of anycast agents. We also
validated the feasibility of our proposed mechanism in real machines.

Regarding future works, we plan to design and test further functions for the advanced model.
Though functions in the basic model are limited to those already in Mobile IPv6, the functions in
the advanced model are unlimited. Such additional functions in the advanced model will make it

possible to develop new applications for anycast.
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