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Preface

The increase in the number of Internet users and the appearance of multimedia services

such as video streaming have led to the rapid growth in Internet traffic. The answer to

meet the bandwidth demand is centered on a new emerging technology, WDM (Wave-

length Division Multiplexing). WDM allows transmitting multiple optical signals on dif-

ferent wavelengths on a single fiber, which dramatically increases the link bandwidth. The

rapid advances in optical technologies make it possible to perform all-optical wavelength-

routing. A wavelength-routed network, where optical signals on wavelengths are switched

without electronic conversion, is a promising candidate for the next generation transport

network.

Design of wavelength-routed networks has been one of hot topics. In conventional de-

sign methods for wavelength-routed networks, minimizing network equipment cost needed

to accommodate a given traffic or maximizing the network throughput is main objective.

In a real world, however, the advent of popular World Wide Web servers or data centers

drastically affect traffic pattern. More significantly, there are various types of data traffic

such as video streams and P2P traffic with different traffic characteristics, which introduce

several traffic patterns. Therefore flexibility against those changing traffic patterns is an

important property of wavelength-routed networks.

Lightpath provisioning across multiple domains has recently been discussed. The stan-

dardization of routing protocols for inter-domain wavelength-routed networks will accel-

erate the increase in the scale of wavelength-routed networks. As a result, the numbers

of nodes and multiplexed wavelengths increase. These cause scalability problems such as

the increase in routing table size and the increase in the number of optical fiber ampli-

fiers. In addition, the diversity in the number of multiplexed wavelengths occurs as the
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scale of those networks increases because the number of wavelengths multiplexed within

each domain is individually determined. Therefore edge nodes between links with different

numbers of wavelengths multiplexed need to cover the difference.

In this thesis, we first propose a design method of flexible WDM physical network.

Many conventional designing scheme of WDM networks assume that the future traffic

demand is known beforehand. However, it is difficult to predict the future traffic demand

accurately. Therefore we develop a design method of a WDM network that accommodates

as much traffic as possible against a variety of traffic patterns, that is, a flexible WDM

network. Our basic idea is to select a node-pair that is expected to be a bottleneck in the

future, and then to deploy network equipments so that the volume of traffic accommodated

by the node-pair increases. The results in our simulation show that the WDM network

designed by our method can accommodate more traffic demand than those designed by the

existing methods with the same cost.

We next focus on a logical topology design problem in large-scale wavelength-routed

networks where hundreds or thousands of wavelengths are multiplexed. In conventional

researches, it is assumed that a constant number of wavelengths be available on each fiber.

But it is not necessary to utilize all wavelengths on each fiber in building a logical topology.

Instead, several wavebands, which include a set of wavelengths amplified by an optical am-

plifier, may be considered for introduction while deploying additional wavebands and their

corresponding optical amplifiers when additional wavelengths are actually required. In this

case, the number of wavelengths available on the respective fibers depends on the number

of optical fiber amplifiers deployed on each fiber. Therefore we propose a heuristic algo-

rithm for the design of a logical topology with as few optical fiber amplifiers as possible.

Our results indicate that our algorithm reduces the number of optical fiber amplifiers with

a slight increase of average packet delays.

We further discuss the design of edge nodes, to which links with different numbers

of wavelengths are connected, in large-scale wavelength-routed networks. We need to

cope with the difference in the numbers of wavelengths by wavelength conversion on edge

nodes. In previous researches for wavelength converter placement problem, the main pur-

pose is eliminating fragmentation of wavelength resources between adjacent links that have

the same number of wavelengths multiplexed. In large-scale wavelength-routed networks,
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however, we also need to utilize wavelength converters to cover the difference in the num-

bers of multiplexed wavelengths. In this part, we propose an edge node architecture that

has fixed wavelength converter to solve the above-mentioned difference. This architecture

offers total cost reduction at the edge nodes.

At last, we propose a node-clustering method for hierarchical routing. Hierarchical

routing scales well by yielding enormous reductions in routing table length, but it can

also increase blocking probability because longer paths in hierarchical routing tend to have

less free wavelength channels. However, if the routes assigned to longer paths have greater

wavelength resources, we can expect that the blocking probability will not increase. There-

fore we propose a distributed node-clustering method that maximizes the number of light-

paths between nodes. The key idea behind our method is to construct node-clusters that

have much greater wavelength resources from the ingress border nodes to the egress border

nodes, which increases the wavelength resources on the routes of lightpaths. We evaluate

the blocking probability for lightpath requests and the maximum table length in simulation

experiments. We find that the method we propose significantly reduces the table length,

while the blocking probability is almost the same as, or even lower than that without clus-

tering.
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Chapter 1

Introduction

1.1 Background

The increase in the number of Internet users and the appearance of multimedia services

such as video streaming have led to the rapid growth in Internet traffic. Until now, Internet

traffic doubles each year [1]. New services such as grid computing, P2P will drive the

traffic growth and bandwidth demands in the future. The answer to meet the bandwidth

demand is centered on a new emerging technology, WDM (Wavelength Division Multi-

plexing). WDM allows transmitting multiple optical signals on different wavelengths on a

single fiber, which dramatically increases the link bandwidth. For example, a commercially

available WDM system offers 1.76 Tbps of link transmission capacity by multiplexing 176

wavelengths, each of which carries 10 Gbps [2].

WDM technology has only been used for increasing link capacities in point-to-point

WDM transmission systems. In those systems, each wavelength in a fiber is treated as a

physical link between network components such as electronic routers. Upon transmitting

data from an electronic router, electronic signals are converted to optical signals having

different wavelengths. The MUX multiplexes several optical signals into an optical fiber,

and then optical signals arrive at the next electronic router. In WDM networks that deploy

the point-to-point transmission systems, each electronic router on WDM nodes performs

packet routing in the electronic region as shown in Fig. 1.1. The point-to-point WDM

network certainly increases link capacities, however, since packet routing is still required
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at all the nodes, the bottleneck of network just shifts from the transmission capacity of link

to the processing capacity of electronic routers.

The rapid advances in optical technologies make it possible to perform all-optical

wavelength-routing. Figure 1.2 shows a WDM node in wavelength-routed networks. Each

WDM node is equipped with OXCs (Optical Cross-Connects) that switch an input wave-

length to an appropriate output port without electronic conversion and electronic process-

ing. Configuring OXCs on each intermediate node along the path enables to set up an

optical channel (called lightpath [3]) that is an all-optical connection from source node to

destination node (Fig. 1.3). In wavelength-routed networks, since optical signals are not
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Chapter 1. Introduction

converted into electronic signals on intermediate nodes, the load of electronic routes on

intermediate nodes are relieved.

Design of wavelength-routed networks has been one of hot topics. The design problem

consists of (1) the design of physical WDM networks (i.e., determine the number of OXCs,

fibers, wavelength converters, amplifiers and other equipments) and (2) the design of logi-

cal topology (i.e., determine the routing and wavelength assignment for the lightpaths). In

conventional design methods for wavelength-routed networks, minimizing network equip-

ment cost needed to accommodate a given traffic or maximizing the network throughput is

main objective. In a real world, however, the advent of popular World Wide Web servers or

data centers drastically affect traffic pattern. More significantly, there are various types of

data traffic such as video streams and P2P traffic with different traffic characteristics, which

introduce several traffic patterns. Thus flexibility is an important property of wavelength-

routed networks.

Lightpath provisioning across multiple domains has recently been discussed. Rout-

ing protocols that target for inter-domain wavelength-routed networks such as OBGP [4]

based on BGP have recently been investigated [4, 5, 6]. The standardization of the rout-

ing protocol for inter-domain wavelength-routed networks will accelerate the increase in

the scale of wavelength-routed networks. As a result, the numbers of nodes and multi-

plexed wavelengths increase. These cause scalability problems such as the increase in

routing table size and the increase in the number of optical fiber amplifiers. In addition,

the diversity in the number of multiplexed wavelengths occurs as the scale of those net-

works increases because the number of wavelengths multiplexed within each domain is

individually determined. Therefore edge nodes between links with different numbers of

wavelengths multiplexed need to cover the difference.

From above discussions, we need to cope with the following issues in designing wavelength-

routed networks.
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Figure 1.4: Logical topology

1.2 Design Issues for Wavelength-Routed Networks

1.2.1 Logical Topology Design

Logical topology is a graph consisting of lightpaths. An example of a logical topology is

shown in Fig. 1.4. N1 and N3 can be logically connected in the logical topology while they

are not in the physical topology. The logical topology is viewed as an underlying network

by upper layer protocols. For example, when the upper layer protocol is IP, IP routing is

performed on the logical topology. Because the number of lightpaths that are simultane-

ously going through an optical fiber is limited by the number of available wavelengths,
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Chapter 1. Introduction

the construction of the logical topology must be paid much attention for optimizing an ob-

jective performance. The design method of logical topology has been studied extensively

in this research area [7, 8, 9]. They investigate routing and wavelength assignment algo-

rithms for lightpaths, which we call RWA (Routing and Wavelength Assignment) problem.

In the RWA problem, given (1) a physical WDM network, (2) a traffic matrix that expresses

the static traffic demand for the network, and (3) constraints such as the number of wave-

lengths multiplexed on a fiber, we determine the route and the wavelength to be assigned

to the lightpath of each traffic demand such that an objective function is optimized (e.g.,

throughput [9] or the number of wavelengths used in wavelength-routed networks [10]).

For example, the authors in [9] formulated the logical topology design problem as an inte-

ger linear programing (ILP) and showed that the problem is NP-hard. A heuristic algorithm

combining simulated annealing and flow deviation was proposed to minimize the average

packet delay or to maximize the throughput.

1.2.2 Physical Topology Design

In the design of wavelength-routed networks, we determine how many equipments such

as OXCs to deploy in order to optimize an objective function such as the cost of network

equipment, given (1) a location candidate for network equipments, (2) a traffic matrix, and

(3) constraints. The design of physical WDM network is solved in combined with the

logical topology design; we first constructs the logical topology (i.e., determine the routes

and wavelengths for the given traffic), then deploy network equipments needed to set up

those lightpaths. Various methods for physical WDM network design have been stud-

ied [11, 12, 13]. For example, the authors in [12] formulated the physical WDM network

design problem as an ILP and solved the problem with the branch and bound method.

1.2.3 Design of Node-Clusters for Hierarchical Routing

Introducing hierarchical routing [14] is indispensable to improve the scalability in terms

of the number of nodes in wavelength-routed networks. The basic idea behind hierarchical

routing is to form a set of nodes into a cluster to aggregate route information about nodes

far from a source node. Each node has complete route information about nodes in the same
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Figure 1.5: Routes with/without hierarchical routing

cluster (i.e., intra-cluster route) and also has aggregated route information about nodes in

the other clusters (i.e., inter-cluster route). Therefore, the routing table size is reduced.

Although hierarchical routing reduces the size of the routing table, it generally in-

creases the path length. The main reason is that inter-cluster routes cannot always be the

same routes as those in a non-clustered environment. That is, path length is increased when

an inter-cluster route with a minimum cluster-hop count differs from the shortest path with

a minimum node-hop count. In Fig. 1.5, the path length of the minimum node-hop route

from node 7 to node 2 is 3 while the path length of the minimum cluster-hop route is 5.

This increased path length is likely to increase the blocking probability for lightpath re-

quests because the probability of finding wavelengths idle on the path decreases as the path

length increases. Therefore, it is important to construct clusters to minimize the blocking

probability.

1.3 Outline of Thesis

As we pointed out in Section 1.1, we need to consider how we can design a wavelength-

routed network that flexibly accommodates the changing traffic. Other important consid-

erations in large-scale wavelength-routed networks are (1) the scalability in terms of the
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number of nodes and the number of wavelengths multiplexed, (2) the diversity in the num-

ber of wavelengths multiplexed. In the rest of this section, we summarize the objectives of

this thesis and refer to other related works in the literature.

Physical Design of Flexible Wavelength-Routed Networks [15,

16, 17, 18, 19]

Various design methods for minimizing the cost of the physical network have been stud-

ied [11, 12, 13]. In those studies, they design the WDM networks based on an explicit

knowledge of the traffic demand (e.g., a typical traffic demand occurring during the pe-

riod). While we may be able to estimate total traffic demand in the near future (e.g.,

Internet traffic doubles each year [1]), in practice, it is difficult to predict traffic pattern of

each source-destination pair, because the advent of popular World Wide Web servers or

data centers has drastically affected traffic demand and traffic pattern. More significantly,

there are various types of data traffic such as video streams and P2P traffic with different

traffic characteristics, which introduce several traffic patterns during the period. Therefore,

conventional design methods using a single traffic pattern are inadequate to deal with the

unpredictable traffic.

In Chapter 2, we propose a scheme for designing flexible WDM networks. Here, we

consider a network is flexible when the network can accommodate a variety of traffic pat-

terns. Our basic idea is to design a network accommodating several predicted traffic pat-

terns that follow a certain distribution such as normal or exponential distribution. For

each traffic pattern, we select node-pairs that become the bottleneck in accommodating the

traffic and deploy network equipments for the node-pairs. By examining various traffic

patterns, we expect that nodes that are likely to be the bottleneck get more equipments

while nodes that are less likely to be the bottleneck get less equipments, which leads to

constructing flexible and cost-effective networks.

Our design method incrementally extends the size of OXCs and increases the number

of fibers until the designed network has the ability to accommodate a variety of traffic
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patterns. We handle the incremental operations based on an algorithm to which we mod-

ify the ADD algorithm [20]. The modified algorithm addresses two design problems of

flexible networks; the OXC-deployment problem and the fiber-deployment problem. The

OXC-deployment problem involves determining how many ports of each OXC are needed

to design a flexible WDM network. In this problem, we first identify the node-pair with

bottleneck, which is determined by obtaining the maximum flow value of each node-pair.

Then, we upgrade an OXC on a node so that upgrading it leads to maximizing the maximum

flow value of the node-pair with bottleneck. We also try to design a flexible WDM network

based on the maximum flow value in the fiber-deployment problem, in which a number of

dark fibers are leased. We determine where to set up lightpaths and where to lease op-

tical fibers. There are various routing algorithms that determine the route of lightpaths.

For instance, we may be able to accommodate as much traffic demand as possible with-

out a priori knowledge of future traffic demand by utilizing MIRA (Minimum Interference

Routing Algorithm) [21] and MOCA (Maximum Open Capacity Routing Algorithm) [22].

However, these two algorithms need physical topology as an input parameter and we can-

not directly utilize them in our fiber-deployment problem, because the physical topology is

not input information but output information in our problem. Thus, we also propose a rout-

ing and fiber/wavelength assignment algorithm that we call EMIRA (Enhanced Minimum

Interference Routing Algorithm).

Design of Logical Topology with Effective Usage of Wave-

bands [23, 24, 25]

A lot of works have dealt with methods for the design of the logical topology [7, 8]. Most

of these works have been based on the assumption that a constant number of wavelengths is

available on each fiber, and then minimize the congestion of the network [8]. In the design

of a cost-effective network, however, it is preferable to provide only the wavelengths that

are actually needed on the fibers. Utilizing a constant number of wavelengths requires

installing all kinds of amplifiers for the entire spectral range. On the other hand, we can

minimize the number of optical amplifiers by deploying them only on fibers that are short
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of wavelengths. For this purpose, we need a new way of designing the logical topology

such that it minimizes the number of optical amplifiers while meeting the demands imposed

by traffic.

In Chapter 3, we propose an algorithm called MALDA (Minimum number of fiber

Amplifiers Logical topology Design Algorithm) for designing a logical topology. This

algorithm is in contrast to earlier approaches in that it minimizes the deployment of optical

fiber amplifiers on the fiber under the constraint that the load of all the nodes should be

kept under their processing capacity.

Design of Edge-Nodes with Effective Wavelength Conver-

sion [26, 27]

Wavelength conversion improves the blocking performance of wavelength-routed networks.

Wavelength converters change an input wavelength to another output one, thus eliminate

the fragmentation of wavelength resource. Because wavelength converters remain expen-

sive in the near future, we need to minimize the number of wavelength converters deployed

for achieving an objective performance. In order to cost-effectively utilize wavelength con-

verters, methods for deployment of wavelength converters are developed. In [28, 29], de-

ploying wavelength converters only on a few nodes leads to the cost reduction. In [30],

introducing about 1–5% of all wavelength converters to a part of ports on a few nodes

achieves the blocking performance close to full-complete wavelength conversion where all

ports on all nodes are equipped with wavelength converters.

In conventional researches [28, 29, 30], they focus on networks where each link has

an identical number of wavelengths multiplexed. In those networks, wavelength convert-

ers are used for eliminating fragmentation of wavelength resources between adjacent links

that have the same number of wavelengths multiplexed. In a wavelength-routed overlay

network where there is diversity in the numbers of wavelengths multiplexed on links, how-

ever, we also need to utilize wavelength converters to cover the difference between the

numbers of wavelengths on links. A wavelength-routed overlay network consists of a car-

rier network, end hosts, and access links. An intra-carrier network is maintained by a
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carrier. End users prepare access links with a few wavelengths multiplexed for cost reduc-

tion. On the other hand, A carrier prepares a core link with tens or hundreds of wavelengths

multiplexed for accommodating traffic from access links. As a result, a difference in the

numbers of wavelengths multiplexed on access and core links occurs. We need to cope

with this difference with wavelength converters.

In Chapter 4, we first show that edge nodes, to which both access and core links are

attached, need much more wavelength converters than core nodes, to which core links are

only attached. Then, we propose an ingress edge node architecture with fixed wavelength

converters that convert a predetermined input wavelength to another predetermined out-

put wavelength. In our node architecture, fixed wavelength converters evenly distributes

wavelengths from input access links to wavelengths on an output core link. Adopting fixed

wavelength converters for distribution of input wavelengths leads to lower costs than nodes

with full wavelength converters that convert any input wavelengths to another output one.

Design of Node-Clusters for Scalable Wavelength Routing [31,

32, 33]

Many researchers have investigated the routing and wavelength reservation protocols for

establishing lightpaths in intra-domain networks. Routing and wavelength reservation pro-

tocols that target for the inter-domain network have recently been investigated [5, 6, 4, 34].

Bernstein et al. [5] specified key requirements for inter-domain routing protocols for op-

tical networks. One of these is the “independence of the internal domain control plane

mechanism”. Routing and wavelength reservation protocols in the inter-domain network

are independent of protocols in the intra-domain network. BGP is the only existing proto-

col that conforms to these requirements and is widely deployed in the current Internet. We

can use a BGP that is extended to wavelength-routed networks (e.g., Optical BGP [4]) as

the inter-domain routing and wavelength reservation protocol.

Li et al. [35] pointed out that BGP lacks scalability of number of routes, which results

from the increased number of nodes. This is because the BGP router’s memory size limits

the routing table size and therefore BGP will not work with a large number of routes. One
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promising approach to keeping the routing table size scalable is to introduce hierarchical

routing [14]. The basic idea behind hierarchical routing is to form a set of nodes into a

cluster to aggregate route information about nodes far from a source node. Each node has

complete route information about nodes in the same cluster (i.e., intra-cluster route) and

also has aggregated route information about nodes in the other clusters (i.e., inter-cluster

route). Therefore, the routing table size is reduced.

Although hierarchical routing reduces the size of the routing table, it generally in-

creases the path length. The main reason is that inter-cluster routes cannot always be the

same routes as those in a non-clustered environment. That is, path length is increased when

an inter-cluster route with a minimum cluster-hop count differs from the shortest path with

a minimum node-hop count (Fig. 1.5). This increased path length is likely to increase the

blocking probability for lightpath requests because the probability of finding wavelengths

idle on the path decreases as the path length increases. Therefore, it is important to con-

struct clusters to minimize the blocking probability.

In Chapter 5, we propose a method of clustering in a distributed manner to minimize

the blocking probability for lightpath requests. To achieve this, we maximize the number

of lightpaths between nodes. The key idea behind our method is to construct the node-

clusters that have many wavelength resources from ingress border nodes to egress border

nodes, which increases wavelength resources on the routes of lightpaths. We expect the

increased number of available lightpaths would lead to decreased blocking probability. Our

method is a distributed clustering algorithm that is suited to large-scale wavelength-routed

networks.

Finally, in Chapter 6, we conclude this thesis.
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Chapter 2

Physical Design of Flexible

Wavelength-Routed Networks

In conventional researches for the design of WDM networks, they assume that the future

traffic demand is known beforehand. However, it is difficult to predict the future traffic

demand accurately. Therefore, in this chapter, we develop a design method of a WDM

network that accommodates as much traffic as possible against a variety of traffic patterns,

that is, a flexible WDM network. Our basic idea is to select a node-pair that is expected to

be a bottleneck in the future, and then to deploy network equipments so that the volume of

traffic accommodated by the node-pair increases. The results in our simulation show that

the WDM network designed by our method can accommodate more traffic demand than

those designed by the existing methods with the same cost.

2.1 Network Model

Our WDM network model consists of both physical and logical topologies. The WDM

physical topology is the actual network which consists of WDM nodes, WDM transmis-

sion links, and electronic routers. Each WDM node equips with MUXs/DEMUXs (multi-

plexers and demultiplexers) and OXCs as depicted in Fig. 2.1. The incoming multiplexed

signals are divided into each wavelength at a DEMUX. Then, each wavelength is routed

to an OXC. The OXC switches the incoming wavelength to the corresponding output port.
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Figure 2.1: WDM node architecture

Finally, wavelengths routed to a MUX are multiplexed and transmitted to the next node.

An OXC also switches wavelength from/to electronic routers to provide add/drop func-

tions. We do not consider waveband switching [36] which decreases the number of OXCs.

Wavelength conversion is not allowed at WDM nodes. As illustrated in Fig. 2.1, the number

of optical fibers between two WDM nodes (optical fibers connected to MUXs/DEMUXs)

may not be identical.

As we mentioned, we will design a WDM network robust against traffic changes. Our

design scheme can be utilized by network designers (e.g. service providers) who deploy

WDM nodes by themselves and lease dark fibers from carriers. Since the network design-

ers are likely to decrease equipment cost, we use minimum size (in terms of the number of

ports) of OXCs at WDM nodes and a minimum number of optical fibers in links to design

a robust WDM network. In doing so, we develop incremental approach, which will be de-

scribed in Section 2.3. Initially, we prepare small size OXCs and candidate fiber locations

(i.e., links) for our design. The dark fibers are connected to available DEMUXs/MUXs as

long as there are available ports at the OXC. The connection of dark fibers are allowed on

the candidate fiber locations but the number of dark fibers to be leased is not limited. As

for OXCs, we use OXCs with the discrete number of ports (e.g., 4 × 4, 8 × 8, and 16 × 16

OXCs). We assume that the number of multiplexed wavelengths is identical among all

optical fibers.
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We introduce the following restrictions on how to deploy OXCs to simplify mainte-

nance for the network operator.

• We deploy one non-blocking OXC for each wavelength on each WDM node. For

instance, when we require OXC with 8 ports to establish 8 lightpaths for each wave-

length, we deploy an 8 × 8 OXC instead of two 4 × 4 OXCs. As a result, we can

decrease the number of OXCs which the operators should maintain.

• We make the number of OXC ports for each wavelength on a WDM node identical.

When we increase the number of OXC ports for a wavelength, we also add the same

number of ports for the other wavelengths on the node.

2.2 Flexibility of Physical Topology

2.2.1 Measure of Flexibility: Robustness against Traffic Changes

Conventional design methods for WDM networks assume that traffic demand is predictable.

However, in practice, because it is very difficult to precisely predict what this will be in the

future, we should design a network that can accommodate this expected demand without

getting involved with precise predictions. One promising way to design such a network is

to deploy redundant resources to all links and nodes, that is, to introduce excess resources

X% more than the required quantity. However, this approach tends to result in high-cost

networks since overall traffic demand seldom exceeds the predicted demand.

Instead of preparing redundant resources, we try to design a network accommodating

several predicted traffic patterns that follow a certain distribution, such as normal or expo-

nential distribution. A real problem is that we have no ways of knowing which distribution

the traffic will follow. We assume that the discrepancy between the volume of traffic actu-

ally occurring and the predicted volume will follow a normal distribution. Then we design

a robust network based on this assumption by ensuring that the designed network will ac-

commodate the traffic change that follows this distribution. Here, we define the traffic

change as the error between predicted traffic volume and the volume of the traffic actually

occurring. Note that “traffic change” does not refer to the change of traffic demand in a
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short time; for example, the difference between the volume of traffic in day-time and the

volume of traffic at night.

Our scheme generates a set of traffic demand based on a predicted traffic with prediction

error assumed to follow a normal distribution and utilizes it as an input parameter of the

WDM network design problem. Each traffic demand is expressed as a traffic matrix. The

traffic matrix consists of the volume of traffic demand each node-pair requests (T = {tij}).

Given μij , the average volume of traffic that node-pair (i, j) in a predicted traffic matrix

requests, and σij , the standard deviation which determines how much the traffic changes,

our method generates (K − 1) traffic matrices (T k = {tkij}, k = 1, 2, . . . , K − 1). tkij

is a value of the random variable that follows a normal distribution N(μij , (σij)
2). T 0 =

{μij} and Σ = {σij} are input parameters of the network design problem. T 0 expresses

the predicted traffic demand. Σ is a matrix consisting of σij . The values for σij will

be selected based on the statistical measurement of the traffic change in the past and the

network designer’s judgment. However, how we should select those values is out of scope

of this thesis.

Our method defines the condition robust WDM networks need to fulfill to individually

accommodate all the K traffic matrices, which consists of (K−1) generated traffic matrices

and the predicted traffic matrix. This condition is called RTC (Robustness against Traffic

Changes). Networks with RTC can accommodate traffic matrices changing within the

range specified by Σ and K. When the traffic change does not actually follow a normal

distribution, we believe that our method can accommodate the traffic demand by utilizing

the obtained distribution as input information instead of a normal distribution.

2.2.2 Design Problems of Flexible WDM Network

In our design method, we deploy optical components (i.e., OXCs and fibers) until the

designed network fulfills the RTC requirement. The design method includes the following

two problems. We handle them repeatedly by using our ADD algorithm (See Fig. 2.2).

1. OXC-deployment problem: Given the expected traffic demand and a WDM physical

topology, we determine how many ports of each OXC are needed to design a robust

network. To achieve this, we first find the node-pair that limits the traffic volume
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Figure 2.2: Physical WDM network design with ADD algorithm

accommodated by the network. We then determine the OXC port count needed on a

node so that the traffic volume to be accommodated is maximized.

2. Fiber-deployment problem: Given the expected traffic demand and the WDM phys-

ical topology including the new OXCs in the OXC-deployment problem, we deter-

mine where and how many fibers to lease. To achieve this, we propose EMIRA

algorithm. Its objective is to deploy optical fibers to maximize the volume of accom-

modated traffic. Note that our EMIRA adds a fiber only when there are sufficient

OXC ports.

2.3 Design Algorithm of Physical Topology Robust against

Traffic Changes

The traditional ADD algorithm was proposed to resolve the warehouse deployment prob-

lem [20]. In the traditional algorithm, the iteration of adding a warehouse is continued

until the addition offers cost savings less than a given value. In our ADD algorithm, we

find two main differences from the traditional one. The first is the condition to end the

iteration. Iterations are stopped when the designed network can individually accommodate

all the K traffic patterns. The other is a pointer to add resources during the iteration. We

select the node to be upgraded on the basis that the maximum flow value of the bottleneck

node-pair is increased to the highest possible level. The maximum flow value of a source-

destination pair means an upper bound for the total amount of available bandwidth (the
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number of lightpaths in our case) that the node-pair will be able to accommodate by utiliz-

ing the remaining resources. The bottleneck node-pair is defined as the one whose ratio of

the maximum flow value to the volume of traffic demand is lowest (See Section 2.3.1).

Our solution approach to the network design problem is as follows.

INPUT

G(x−1) : WDM physical topology designed during the previous period (the (x− 1) th

period).

α(x) : Expected traffic growth rate from the previous design period.

M (x−1) : A matrix each element of which represents expected volume of traffic de-

mand in the previous period, μ
(x−1)
ij .

Σ(x) : A matrix each element of which represents a standard deviation, σ
(x)
ij . It

determines how the traffic demands between nodes i and j change during

period x. A different standard deviation for every node-pair can be inputted.

K : Number of traffic matrices used to design a robust WDM network.

p : Number of OXC ports initially placed on each node.

δ : Number of increased ports when a new OXC is upgraded.

OUTPUT

WDM physical topology that fulfills the RTC requirement during this period.

DESIGN METHOD

Step (1): Calculate K traffic matrices as follows.

Step (1-a): Generate a traffic matrix, T0 = {μ(x)
ij }, based on a predicted traffic de-

mand, where μ
(x)
ij = α(x) × μ

(x−1)
ij .

Step (1-b): Based on T0, generate (K−1) traffic matrices (T1, . . . , TK−1). Each ele-

ment tkij (1 ≤ k ≤ K−1) follows a normal distribution N(μ
(x)
ij , (σ

(x)
ij )2).
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Step (2): Install a p×p OXC for each wavelength at each node. We refer to the installed

OXC as an upgradable OXC. They are added to a topology designed in (x −
1)th period Gx−1.

Step (3): Apply ADD algorithm. Namely, repeat following steps until RTC is satisfied.

Step (3-a): Increase the number of ports of upgradable OXCs by δ at node n that

is a bottleneck of the traffic volume accommodated by the network. In

Section 2.3.1, we describe how to select node n in detail.

Step (3-b): Lease fibers. Input K traffic patterns from T0 through TK−1 and try to

accommodate traffic demand that have not been accommodated in the

previous iteration yet by using EMIRA (see Section 2.3.2). Set bk to

the number of lightpaths that cannot be accommodated when the traffic

pattern is Tk.

Step (3-c): If the total number of blocked lightpaths (
K−1∑
k=0

bk) is greater than 0, go

back to Step (3-a) and try to upgrade OXCs. Otherwise finish the de-

signing the network.

In Step (1), we roughly predict traffic pattern T 0 assuming that the traffic increases at

a regular rate [1]. Then we generate (K − 1) traffic patterns (T1, . . . , TK−1). In Step (2),

we install a p × p non-blocking OXC for each wavelength on nodes. On the node that is

short of ports, increase the number of ports using the following steps. In Step (3), we apply

our ADD algorithm. A WDM network can be designed by repeating Steps (3-a) through

(3-c) until all the K traffic patterns are individually accommodated. In Step (3-a), we

upgrade the OXCs on the target node. Since one OXC is prepared to each wavelength (see

Fig. 2.1), we simultaneously upgrade all the OXCs on the node. As a result, we can keep

the numbers of ports of the OXCs on the node identical regardless of wavelength. We

regard the designed WDM network that accommodates all the traffic patterns generated in

Step (1) as a robust one.
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2.3.1 Design Algorithm for the OXC-Deployment Problem

The objective of the OXC-deployment problem is to determine that how many ports of

each OXC are needed to design a robust WDM network. We increase the number of ports

at WDM nodes so that the volume of traffic to be accommodated in the future can be max-

imized. To achieve this, we focus on the maximum flow value of each source-destination

node-pair. Let F
(n)
ij denote the maximum flow value of node-pair (i, j) when it is assumed

that OXCs on node n are upgraded. Traffic demand to a node-pair, of which the maximum

flow value is limited, tends to be blocked because of the lack of the resources. On the

other hand, if the volume of the traffic demand is much smaller than the maximum flow

value, the demand tends to be accepted. Therefore, we try to increase the maximum flow

value of a node-pair in which the ratio of maximum flow value to the expected volume of

traffic demand is the lowest. Our scheme for the OXC-deployment problem is described as

follows.

Step (1): Select node n that satisfies max
n

min
i,j

F
(n)
ij

μ
(x)
ij

.

Step (2): Increase the numbers of OXCs ports on node n by δ.

2.3.2 Design Algorithm for the Fiber-Deployment Problem

We also try to design a robust WDM network based on the maximum flow value in the fiber-

deployment problem. To do this, we propose EMIRA (Enhanced Minimum Interference

Routing Algorithm), which is based on MIRA [21], summarized in the Appendix. Since

a fixed physical topology is used in MIRA as input information we cannot apply it to our

fiber deployment problem where the physical topology is output information. EMIRA

uses the layered-graph described in [37] instead of the physical topology. The layered-

graph has W layers as shown in Figs. 2.3 and 2.4, where W is the number of multiplexed

wavelengths. In the graph of the wth layer, a vertex (i.e., node) corresponds to an OXC

for wavelength w and an edge (expressed as e(index of link),(index of wavelength) in Fig. 2.4)

corresponds to a set of wavelength w’s available resources between two OXCs. The link

cost of wavelength w on link s is given by Eq. (2.1). If no wavelength w is idle between

an OXC-pair, the corresponding link cost is infinity. According to the shortest path routing
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Figure 2.3: Original network of the layered graph

on the layered-graph, we determine where to route lightpaths that are to accommodate the

traffic demand. We lease dark fibers on the basis of where lightpaths are to be set up. As a

result, we can design the physical topology that can accommodate traffic demand.

The key idea behind EMIRA is to select a route such that sufficient equipment in addi-

tion to wavelength resources remains for potential traffic demand in the future. In EMIRA,

we assign a link cost expressed by Eq. (2.1) to each link on the layered-graph. It takes

into account the remaining resources as well as critical links. Critical links are defined

as links with properties that whenever traffic demand is routed over them the maximum

flow values of one or more source-destination pairs decrease [21]. EMIRA gives priority

to determining a path that has abundant remaining resources by utilizing the amount of

remaining resources as the denominator of link cost.

Costsw =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∞ if Bsw = 0 and Csw = 0,

0 if Asw = 0, Bsw �= 0 and Csw = 0,
Asw

Bsw × Asw

Q(Q−1)
+ Csw

otherwise,

(2.1)

where

Asw: Number of node-pairs that regard wavelength w on link s as a critical link. How to

calculate Asw is explained in the Appendix.

Bsw: The least number of remaining OXC ports for wavelength w at two nodes connected

to link s.

Csw: Number of idle wavelength w in multiple fibers on link s.

– 21 –



2.3 Design Algorithm of Physical Topology Robust against Traffic Changes

Router Router

e1,1 e2,1

e1,2 e2,2

e1,3 e2,3

Node N1 in the original network

Wavelength remaining in the leased fiber

Wavelength to be available by leasing a new fiber

OXC switching wavelength 1 Wavelength 1 

Wavelength 2 

Wavelength 3

Figure 2.4: Example of layered graph: The number of wavelengths is 3

Q: Number of nodes in the physical topology. Q × (Q − 1) is the total number of

node-pairs, that is, the upper bound value of Asw.

When Bsw = 0 and Csw = 0, the link cost of wavelength w on link s is infinity because

there is no wavelength to set up lightpaths. When Asw = 0, Bsw �= 0 and Csw = 0, the link

cost of wavelength w on link s is 0 because wavelengths remain by leasing new fibers and

no node-pair regards it as a critical link.

By introducing Bsw, we place priority on selecting a route where more OXC ports

remain. However, we do not simply use the number of remaining OXC ports as a link

cost. Instead, we introduce a weight of Bsw that changes according to how congested

wavelength w on link s is. This is based on the idea that we should use numerous remaining

OXC ports in the congested link while keeping remaining OXC ports for the future traffic

demand in links that are not congested. A congested link is defined as one that many

node-pairs regard as a critical link. Therefore, we use the ratio of Asw to the upper bound

value of Asw as the weight of Bsw. Csw assigns a higher priority to selecting wavelengths
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remaining in leased fibers than to selecting wavelengths that will become available after a

new fiber is leased. By doing this, the required number of fibers can be reduced.

The outputs of EMIRA are (1) the route and the wavelength of a lightpath to be set

up, (2) the links where we need to lease new dark fibers. The layered-graph in EMIRA

consists of wavelengths remaining on leased fibers, and potential wavelengths that will

become available when new fibers are leased. Thus, when EMIRA finds the route for a

lightpath, we can always set up the lightpath.

EMIRA is described as follows.

INPUT

• Layered-graph that consists of existing OXCs, remaining wavelengths and potential

wavelengths that will become available when new fibers are leased.

• Traffic demand from node i to node j.

OUTPUT

• The route of a lightpath and its wavelength between nodes i and j.

• The links where we need to lease dark fibers between nodes i and j.

ALGORITHM

Step (1): Calculate the Asw by following these steps.

Step (1-a): Calculate the maximum flow of each source-destination pair except (i, j)

by using the Fold-Fulkerson algorithm [38] and obtain critical links for

each source-destination pair.

Step (1-b): Calculate Asw from Eq. (2.2), which is described in Appendix.

Step (2): Calculate Bsw and Csw on the layered-graph.

Step (3): Calculate the link cost on each link by applying Asw, Bsw and Csw to Eq. (2.1).

Step (4): Select a path using Dijkstra’s shortest path algorithm.

Step (5): Set a lightpath on the route obtained in Step (4). If no wavelength is available,

lease a new fiber and connect it to the OXCs.
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2.4 Numerical Evaluation and Discussions

2.4.1 Simulation Condition

We use the 15-node network model in Fig. 2.5. There are initially no fiber on each link

and when we need them, we lease dark-fibers. We assume that the traffic demand is nor-

malized into the wavelength capacity; that is, traffic demand is equivalent to the number of

lightpaths that have been requested to be set up. The number of wavelengths multiplexed

on a fiber, W , is set to 4. In our proposed algorithm, the number of OXC ports is initially

set to 8 (p = 8), and increases by 2 ports (δ = 2). We compare the network designed with

our scheme with the one designed to minimize the OXC cost, which is designed by the

heuristic optimization method [39]. This belongs to the class of “deterministic heuristics”.

In this class of methods, an initial topology, which accommodates the traffic demand, is

designed by adopting a set of heuristic criteria (e.g., MIN-HOP (Minimum Hop routing)

and LLR (Least Loaded Routing)). Then, the network is globally optimized by trying to

reroute the traffic demand. The heuristic optimization method has proved to be a superior

algorithm which obtains sub-optimal results with less computational effort than ILP (In-

teger Linear Programming). We use MIN-HOP in the heuristic optimization method. We

call these two networks as follows.

PTADD : Network designed with our proposed scheme to be robust against the traffic

changes.

PThom : Network designed with the heuristic optimization method [39] to minimize

OXC costs.

When the traffic demand actually occurs, we must determine which route will accom-

modate it. Since actual traffic demand occurs dynamically, the route that is assumed to

accommodate it during the design stage can differ from the route that actually accommo-

dates it. As a routing algorithm, we use MIRA [21] for both PTADD and PThom because it

can accommodate as much unpredicted traffic as possible.
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Figure 2.5: Network model (15 nodes, 28 links)

2.4.2 Evaluation Results

We evaluate the performance of PTADD and PThom when the traffic change occurs, that is,

the value of σ in actual traffic demand changes. We express the predicted traffic as a traffic

matrix, T 0 = {μij}. μij is the traffic volume requested by node-pair (i, j). We calculate

the cost of v × v OXC as v2

64
× C8 (C8 is the cost of a 8 × 8 OXC), assuming that the

non-blocking OXCs are implemented as crossbar switches. In the PThom, the OXC cost is

calculated based only on the number of ports actually used.

We now discuss the evaluation results when the traffic change occurs. The original

heuristic optimization method does not incorporate cases where traffic demand that ac-

tually occurs varies, that is, it always regards σ as 0. We modify the original heuristic

optimization method to accommodate traffic changes. When K different traffic matrices

are inputted, the modified heuristic optimization method first generates a traffic matrix,

T max. Each element tmax
ij of T max equals the maximum traffic volume of node-pair (i, j)

out of K traffic matrices (tmax
ij = maxk(t

k
ij), (k = 0, 1, 2, . . . , K − 1)). The modified

heuristic optimization method, then, can be used to design a network that accommodates

T max with minimum OXC cost. We call the network designed with the modified heuris-

tic optimization method PTmodified−hom. Figure 2.6 shows the OXC costs of PTADD and

PTmodified−hom when we use μ = 2 and σ = 1. The OXC costs represent the relative values

to the cost of an 8 × 8 OXC. The horizontal axis is the number of traffic matrices that are

used by each design method. The OXC cost value at the kth index of the horizontal axis

shows traffic matrices (from T 0 to T k−1). tkij (i.e., each element of T k) is a value of the

random variable that follows a normal distribution, N(μ, (σ)2). The cost of PTmodified−hom
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Figure 2.6: OXC costs of PTADD and PTmodified−hom (traffic μ = 2, σ = 1)

does not keep increasing although T max keeps rising as the number of inputted traffic ma-

trices increases. This is because the estimation-error between the optimal OXC cost and the

sub-optimal OXC cost obtained by the modified heuristic optimization method can change

as the inputted traffic matrices changes. Note that the cost of PTmodified−hom exceeds that

of PTADD as the number of traffic matrices used in network design gets larger. We can say

that it is pointless trying to accommodate the maximum traffic volume of predicted traffic

matrices, T max.

To evaluate how cost-effectively our method permits the network equipment to be used,

we compare the blocking performance of PTADD with that of PTmodified−hom, both of which

are designed with almost the same OXC cost. For this purpose, we selected PTADD de-

signed with K = 14, μ = 2, and σ = 1 and PTmodified−hom designed with K = 5, μ = 2,

and σ = 1. The former costs 1169 and the latter 1211. These costs represents the OXC

cost. The numbers of fibers needed by PTADD and PTmodified−hom are also almost the same;

PTADD needs 381 fibers and PTmodified−hom does 422 fibers. Figure 2.7 shows the average

ratio of blocked lightpaths with a 95% confidence interval in PTADD and PTmodified−hom

when the traffic change of the actual traffic (σ) varies from 1 to 4. The horizontal axis is the

value of σ in the actual traffic. When the traffic change is the same as predicted (σ = 1),

PTADD shows about 0.00002 and does PTmodified−hom about 0.0038. Both networks can

accommodate almost all the requested lightpaths when the traffic change is the same as
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Figure 2.7: Ratios of blocked lightpaths in PTADD and PTmodified−hom

predicted. When the traffic change is larger than predicted, the difference in the ratio of

blocked lightpaths between PTADD and PTmodified−hom gets larger (0.022, 0.051 and 0.064

when σ is 2, 3 and 4, respectively).

We finally compare our design method with the over-provisioning approach. Over-

provisioning is a simple way of designing a network, which can accommodate more traffic

demand than that predicted. Now let us assume a situation where the the traffic change (σ)

is predicted as 1 in designing the network. Here, our method can be used to design a

network with traffic matrices that follow N(2, 12) while the heuristic optimization method

for over-provisioning can be used to design a network that can accommodate more traffic

volume than 2 in each node-pair. Figure 2.8 shows the ratio of blocked lightpaths with

a 95% confidence interval in PTADD with K = 12, μ = 2, and σ = 1 and PThom with

K = 1, μ = 3, and σ = 0. In this case, the cost of PTADDis almost same as that of PThom

with over-provisioning, which tries to accommodate 1.5 times as much traffic demand as

predicted. The former costs 1151 and the latter 1156. PTADD needs 365 fibers and PThom

does 462 fibers. We assume that the traffic change of the actual traffic would vary from 1

to 4 in Fig. 2.8. The horizontal axis shows the value of the traffic change. PTADD has a

lower ratio of blocked lightpaths than PThom over all σs. Similarly the difference in the

ratio of blocked lightpaths between PTADD and PThom gets larger (0.0016, 0.018, 0.049

and 0.063 when σ is 1, 2, 3 and 4, respectively). Our method can design the cost-effective
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Figure 2.8: Ratios of blocked lightpaths in PTADD and PThom with over-provisioning

network by properly adjusting the number of OXC ports.

2.5 Conclusion

In this chapter, we have proposed a novel design method of WDM network that is robust

against traffic changes. Through the simulation, we evaluated how cost-effectively we use

the network equipment by comparing the network that our proposed method designs with

those that the conventional methods design, both of which need almost the same OXC cost.

As a result, we have shown the network that our proposed method designs achieves lower

ratio of blocked lightpaths than the one obtained by the over-provisioning approach does.

We conclude that our proposed method designs a robust WDM network in the cost-effective

way.

Appendix: MIRA (Minimum Interference Routing Algorithm)

Here we briefly explain MIRA [21]. MIRA dynamically determines the routes needed

to meet traffic demand one-by-one as they occur, without a priori knowledge of future

traffic demand. The key idea behind MIRA is to select a path that minimizes interference

with potential future traffic demands between other source-destination pairs. Figure 2.9
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illustrates how MIRA selects a route. There are three source-destination pairs, (S1,D1),

(S2,D2), and (S3,D3) in the network. When (S3,D3) requires one lightpath, the existing

MIN-HOP (minimum hop-count) routing algorithm selects a route 1 → 7 → 8 → 5.

MIN-HOP is a routing algorithm that selects a route with minimum-hop counts. However,

the link from node 7 to node 8 is also used for both (S1,D1) and (S2,D2). Setting up

a lightpath on route 1 → 7 → 8 → 5 affects the potential use for (S1,D1), (S2,D2).

MIRA avoids passing on a route that has the potential for a lot of traffic. It selects route

1 → 2 → 3 → 4 → 5, which minimizes the interruption to other node-pairs.

To move on from the concept of minimum interference links to a viable routing al-

gorithm that uses maximum flow and shortest path algorithms, MIRA incorporates the

notion of “critical links”. The “critical links” are defined as links with the property that

whenever traffic demand is routed over them the maximum flow values of one or more

source-destination pairs decrease. MIRA counts the number of node-pairs for each link,

which regard the link as a “critical link”, and sets it to the link cost to cope with future

traffic demand. MIRA assigns the link cost, Costsw, to wavelength w on link s and de-

termines the route using Dijkstra’s shortest path algorithm. Costsw is represented by Asw,

which is the number of source-destination pairs whose critical links include wavelength w
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on link s. That is,

Costsw = Asw =
∑
i,j

xsw
ij asw

ij , (2.2)

where

xsw
ij : If the maximum flow from node i to node j includes wavelength w on link s, then

xsw
ij = 1. Otherwise xsw

ij = 0.

asw
ij : If wavelength w on link s is available after maximum flow has been carried from

node i to node j, then asw
ij = 0. Otherwise asw

ij = 1.
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Chapter 3

Design of Logical Topology with

Effective Usage of Wavebands

In this chapter, we focus on a logical topology design problem in large-scale wavelength-

routed networks where hundreds or thousands of wavelengths are multiplexed. In conven-

tional researches, it is assumed that a constant number of wavelengths be available on each

fiber. But it is not necessary to utilize all wavelengths on each fiber in building a logical

topology. Instead, several wavebands, which include a set of wavelengths amplified by

an optical amplifier, may be considered for introduction while deploying additional wave-

bands and their corresponding optical amplifiers when additional wavelengths are actually

required. In this case, the number of wavelengths available on the respective fibers depends

on the number of optical fiber amplifiers deployed on each fiber. Therefore we propose a

heuristic algorithm for the design of a logical topology with as few optical fiber amplifiers

as possible. Our results indicate that our algorithm reduces the number of optical fiber

amplifiers with a slight increase of average packet delays.

3.1 Design of Logical Topology in Large-Scale Wavelength-

Routed Network

WDM technology, in which multiplexed wavelength channels are carried on a single fiber,

is expected to cope with the explosion of the traffic demand for the current and future
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Figure 3.1: Loss spectrum of typical low-loss optical fiber

Internet. Since the majority of Internet traffic is IP-packets, much recent research has

been devoted to an IP-over-WDM network, where IP packets are directly carried over the

WDM network. Among several architectures for IP-over-WDM networks, one promising

approach is to create a logical topology that is made up of lightpaths as an overlay upon

the physical WDM network, each of which carries IP traffic between two edge nodes [40].

Such a lightpath is a wavelength-channel that does not require any electronic processing at

intermediate nodes. This reduces the load of packet processing at the intermediate nodes.

Having more wavelengths multiplexed on each fiber allows the network to accommo-

date more lightpaths. Thus, the number of wavelengths available on a single fiber is an

important parameter in the design of the logical topology. In the near future, multiplexing

of 1,000 wavelengths on a fiber is possible by using a spectral range of 1290–1690 nm

[41, 42]. Figure 3.1 shows the amplifiers required across the spectral range to realize 1,000

wavelengths [41]. As the figure shows, deploying additional optical fiber amplifiers makes

a number of low loss regions (e.g., 1530–1610 nm) available. We require several kinds of

optical fiber amplifiers to utilize more wavelengths on top of those considered in previous

work [43].

A lot of works have dealt with methods for the design of the logical topology [8, 7].

Most of these works have been based on the assumption that a constant number of wave-

lengths is available on each fiber, and then minimize the congestion of the network [8]. In
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the design of a cost-effective network, however, it is preferable to provide only the wave-

lengths that are actually needed on the fibers. Utilizing a constant number of wavelengths

requires installing all kinds of amplifiers for the entire spectral range. On the other hand,

we can minimize the number of optical amplifiers by deploying them only on fibers that are

short of wavelengths. For this purpose, we need a new way of designing the logical topol-

ogy such that it minimizes the number of optical amplifiers while meeting the demands

imposed by traffic. This is the main subject of this chapter.

Some approaches aim to minimize the number of wavelengths required within a Wave-

length Routed Optical Network (WRON) for the given traffic demands [10]. In a WRON,

each lightpath is directly set up from the source to the destination. It seems that minimizing

the number of wavelengths leads to minimizing the number of wavebands (optical ampli-

fiers). However, there exist wavelengths that remain unused on fibers because they do not

satisfy the wavelength continuity constraint. The wavelength continuity constraint means

that a lightpath must consist of the same wavelength across all fibers that it traverses. Thus,

we need to deploy additional optical amplifiers even if there exist available wavelengths on

the fibers. In IP-over-WDM networks, on the other hand, we do not need to directly set up

lightpath from the source to the destination. Instead, we split the lightpath into two parts; a

lightpath (denote LA) from the source node to an intermediate node and a lightpath (denote

LB) from the intermediate node to the destination node. In this case, we can assign dif-

ferent wavelengths to LA and LB , which leads to relaxation of the wavelength continuity

constraint. As a result, we expect to decrease the number of optical amplifiers. However,

the processing capacity of the intermediate nodes should also be of concern because cutting

a lightpath at an intermediate node increases the packet processing load of it.

In this chapter, we propose a new algorithm called MALDA (Minimum number of

fiber Amplifiers Logical topology Design Algorithm) for IP-over-WDM networks. This

algorithm is in contrast to earlier approaches in that it minimizes the deployment of optical

fiber amplifiers on the fiber under the constraint that the load of all the nodes should be

kept under their processing capacity. As far as we know, this is the first work that tries to

minimize the number of fiber amplifiers.

The Chapter is organized as follows. In Section 3.2, we extend the conventional method
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for designing the logical topology to indirectly set lightpaths based on the actual traffic de-

mand. We next propose a logical topology design method that has, as its objective function,

the minimization of the number of fiber amplifiers. This is done in Section 3.3. Section 3.4

contains a comparative evaluation of our proposed algorithms and the conventional algo-

rithm. We finally conclude this chapter in Section 3.5.

3.2 Design Algorithm for Logical Topology Based on Re-

quested Traffic Volume

In this section, we extend MLDA (Minimum-delay Logical topology Design Algorithm),

a conventional method for designing the logical topology proposed in [8]. We do this

extension in order to propose a new logical topology design algorithm (1) that ensures

the accommodation of the traffic demand and (2) that incorporates IP’s route selection

mechanism, i.e., the packet traverses on the shortest path. We call our new algorithm e-

MLDA (extended MLDA).

The design problem of a logical topology in WDM networks is traditionally called the

RWA (Routing and Wavelength Assignment) problem. RWA solves the following problem.

Given (1) a physical network, (2) a traffic matrix that expresses the static traffic demand

in the physical network, and (3) constraints (e.g., the number of wavelengths multiplexed

on a fiber), we must determine (1) the route and (2) the wavelength to be assigned to

the lightpath of each traffic demand so that an objective function (e.g., throughput or the

number of wavelengths utilized) is optimized. Note that the above mentioned traffic matrix

is determined by long-term measurements. When the traffic matrix is different from the

real one, we can cope with it by performing a reconfiguration of the logical topology with

minimal disruption [44, 45].

Since MLDA heuristically sets up lightpaths without considering the traffic volume that

a lightpath can accommodate, the logical topology designed by MLDA may not accommo-

date the traffic demand. On the other hand, we want to accommodate the given traffic

demand, the unit of which has a particular value in, e.g., Gbps, on the network with a lot of

wavelengths multiplexed. Then, our e-MLDA sets up enough lightpaths to accommodate
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the volume of the required traffic. For each lightpath, MLDA sets up a “one-hop” lightpath.

Here, the term “one-hop” lightpath means that a lightpath is directly set up from the source

node to the destination node without terminating on intermediate nodes. Setting up only

one-hop lightpaths is not desirable because that needs more wavelengths to overcome the

wavelength continuity constraint. Thus, our e-MLDA approach sets up “multi-hop” ligth-

paths. The term “multi-hop” lightpath means that the lightpath is split at some intermediate

nodes. At those intermediate nodes, the traffic on the lightpath is processed by an IP router

and it can be assigned to the lightpaths that use another wavelength.

We need these extensions to deal with our main objective of minimizing the number

of optical fiber amplifiers. This objective is covered in the next section. Note that in this

section we extend the conventional approach assuming that the number of wavelengths on

the fiber is fixed. In the next section, we will also cover the case where the number of

wavelengths is a design variable that depends on some number of costly optical amplifiers.

Before describing our algorithm, we depict the node-architecture model in Fig. 3.2.

Every node is equipped with an optical switch and an electronic router. The optical switch

consists of three main blocks; input section, non-blocking switch, and output section. In

the input section, the optical signals are demultiplexed into W fixed wavelengths, λ1, · · · ,

λW . Each wavelength is then switched into an appropriate output port, without wavelength

conversion, by a non-blocking switch. Finally, the wavelengths are again multiplexed on

the fibers, that go to the respective next nodes. Note that a lightpath is configured by

the non-blocking switches along the paths, so that the traffic on a particular wavelength

is forwarded from the input port to the required output port without any electronic pro-

cessing. At the terminal node of a lightpath, IP packets in the lightpath are converted to

electronic signals and forwarded to the electronic router. The electronic router performs

packet forwarding, in the same way as in a conventional router. If the packet requires fur-

ther forwarding to other nodes, it is put on the appropriate lightpath. IP packets, whether

they come through the optical switch or from local access, are first buffered for processing.

The packets are then processed on a FIFO (first-in first-out) basis. Packets that are to be

forwarded within the network are queued in the appropriate output port buffer.

Now we show our e-MLDA algorithm. We introduce the following notations to repre-

sent the physical network.
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N : Number of nodes in the WDM network.

Pij : Matrix that represents the connectivity of the physical network. If there is a fiber that

connects node i and node j, then entry Pij = 1, otherwise Pij = 0.

Q: Traffic distribution matrix. The value of an element (i, j) represents the traffic de-

mand between nodes i and j.

C: Bandwidth of each wavelength.

W : Number of wavelengths multiplexed on a single fiber.

Given these parameters, e-MLDA designs the logical topology by setting up multi-hop

lightpaths that are sufficient to accommodate the requested traffic volume between nodes.

The reason we set up multi-hop lightpaths is to avoid the lack of wavelengths. If we

set up one-hop lightpaths from source node to destination, we can set up fewer lightpaths

because of the wavelength continuity constraint. Furthermore, we can decrease the number

of wavebands by assigning traffic to the lightpaths that use the wavelengths in the same

waveband at an intermediate node.

Our e-MLDA sets lightpaths on the shortest routes in terms of the propagation delay

between nodes, which is the same route selection as MLDA does. In addition, we make

the number of the intermediate nodes (i.e., hop count over the logical topology) for the

same node-pair identical when more than one lightpaths are set up between a node-pair.

As a result, we expect that IP packets, which flow on the shortest-path in terms of the

propagation delay, can flow on any of the lightpaths. If we do not make their hop count

identical, IP packets will flow only on the lightpaths whose hop counts are minimum.

The wavelengths chosen for the lightpaths is based on a First-Fit policy, that is, e-

MLDA selects the wavelength with the lowest index of λ among those wavelengths that

are not yet assigned to lightpaths. First-Fit is preferable in our case because it gives priority

to selecting the wavelength available by already installed fiber amplifiers.

We use the following notations to explain our algorithm.

s, d: Source/destination nodes of a lightpath to be set up. Our algorithm recursively tries

to set up multi-hop lightpaths; if a direct lightpath cannot be set up between node i
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and j, {s, d} is first set to {i, x}, then to {x, j}. The x is an intermediate node on

the shortest path from node i to node j.

qij : Traffic volume that is requested for node-pair (i, j).

Bij : Node connected to node j along the shortest path from node i to node j.

Tij : Total available bandwidth in the existing lightpaths between nodes i and j.

Using these notations, we now explain our e-MLDA algorithm. This is followed by

some additional comments on the algorithm.

Step 1 Among node-pairs that are directly connected by the fiber, select a pair of nodes

(i′, j′) such that element qi′j′ of the traffic-distribution matrix Q is the largest. If

qi′j′ is larger than 0, go to Step 2 and try to set up lightpaths for the connected

node-pair i′j′. Otherwise, select (i′, j′) again such that qi′j′ is the largest among

node-pairs that are not directly connected. If qi′j′ = 0, then the lightpaths are

selected between all the nodes. Thus, we terminate our algorithm in finite steps.

Otherwise, go to Step 2.

Step 2 Initialize the variables as s ← i′, d ← j′. Then, go to Step 3 and try to set

lightpaths of adequate capacity between nodes s and d.

Step 3 If s = j′ , the lightpaths have enough capacity to accommodate the traffic from

node i′ to node j ′. Then, set qi′j′ ← 0, and go back to Step 1. Otherwise, go to

Step 4.

Step 4 Try to accommodate qi′j′ on the existing lightpaths between nodes s and d ac-

cording to the following two conditions.

1. If Tsd ≥ qi′j′ , then we can accommodate qi′j′ by using the existing lightpaths

between nodes s and d. That is, set s ← d, d ← j ′ and go back to Step 3.

2. If Tsd < qi′j′ , on the other hand, it is not possible to accommodate qi′j′

on the existing lightpaths. Thus, go to Step 5 and try to set new lightpaths

between nodes s and d.
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Step 5 Try to set �(qi′j′ − Tsd)/C	 lightpaths between nodes s and d. If it is possible to

set the lightpaths along the shortest route, go to Step 5.1. Otherwise, go to Step

5.2.

Step 5.1 After setting up the lightpaths between nodes s and d, we split the

lightpaths that originate at node s and pass through node d at node d.

Then, we set s ← d, d ← j ′ and go back to Step 3.

Step 5.2 If nodes s and d are directly connected via fiber, we are unable to

set up lightpaths between nodes s and d because we have already

checked that there exists no available wavelength between nodes s

and d. In this case, it is not possible to accommodate the requested

traffic between nodes i′ and j ′, and we terminate our algorithm. If

nodes s and d are not directly connected, on the other hand, we try to

accommodate the traffic by creating lightpaths between node s and

inter-node Bsd. Set d ← Bsd and go back to Step 4.

Comments on e-MLDA

In Step 1, e-MLDA gives priority to setting up lightpaths between node-pairs that are

directly connected by fiber. This operation is necessary to ensure the reachability between

nodes. The e-MLDA approach selects a node-pair (i′, j′) in descending order of traffic

volume, which is the same way of selecting the node-pair as MLDA does. Though there

are other ways of selecting the node-pairs to be accommodated (e.g., longest first, random),

the effect of the order of node-pairs to be accommodated on the performance is small (the

difference among the various ways is bellow 10% [39]). Step 4 checks whether or not

existing lightpaths are capable of accommodating the traffic qi′j′ . If the available bandwidth

Tsd is insufficient to transport the IP traffic, new lightpaths are set up in Step 5. Since Tsd is

already available by existing lightpaths, the number of lightpaths required to accommodate

the requested traffic volume is �(qi′j′ − Tsd)/C	.
Step 5.1 deals with the case where we are able to set up enough lightpaths to accom-

modate the requested traffic. However, in an IP-over-WDM network, we must consider the

property of IP, that is, the shortest path is utilized by IP traffic, even if multi-hop lightpaths
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with larger hop count are available. To avoid the situation where multi-hop lightpaths with

different hop counts are set up between any node-pair, any lightpaths originating at node s

and passing through node d are split at node d. In Step 5.2, if we are unable to set up the

required lightpaths because there are too few available wavelengths, we set d ← Bsd and

go back to Step 4 in order to accommodate qij between nodes s and Bsd. Note that, after

qi′j′ has been accommodated between s and Bsd, Step 5.1 sets s to Bsd and d to j ′. We then

try to set up a lightpath between nodes Bsd and j ′.

We now evaluate the complexity of e-MLDA. For N(N −1) node-pairs, e-MLDA tries

to set up multi-hop lightpaths. In order to set up multi-hop lightpaths for a node-pair, e-

MLDA searches the available wavelengths among W wavelengths for
∑H−1

i=0 (H − i) times

at most (H is a hop count of a route between a node-pair). This is because e-MLDA tries

to set up lightpaths that are one-hop shorter than those that e-MLDA tried to set up before.

As a result, e-MLDA tries to set up lightpaths with H, H−1, . . . , 1 hop counts in turn until

e-MLDA finds enough wavelengths. The total complexity of e-MLDA is O(N 2H2W ).

3.3 Design Algorithm for Logical Topology with Effective

Usage of Wavebands

As we mentioned, we need to install only the different types of fiber amplifiers on a fiber,

which would otherwise not fulfill the required bandwidth. In this way, the most cost-

effective logical topology can be achieved. In this section, we propose a new method for

the design of logical topologies that minimizes the number of optical amplifiers deployed.

We call this algorithm MALDA (Minimum number of fiber Amplifiers Logical topology

Design Algorithm).

In our MALDA, W1 (< W ) wavelengths are initially set for carrying traffic by each

fiber. When there is no available wavelength on a certain fiber during the subsequent de-

sign of the logical topology, Wi wavelengths are added by introducing an additional fiber

amplifier type i (2 ≤ i ≤ Nmax). Here, we assume that Nmax kinds of fiber amplifiers

can be deployed on the fiber. Note that we select the wavelengths in the waveband that is
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available with EDFA (C + L band) as W1. Wi and Nmax are determined by the techno-

logical constraints as Fig. 3.1 shows. If the maximum number of wavelengths that can be

multiplexed on a fiber is W , we obtain the following relationship for fiber f ,

Nf∑
i=1

Wi ≤ W, (3.1)

where Nf (1 ≤ Nf ≤ Nmax) is the number of fiber amplifier types deployed on fiber

f . Adding a new fiber amplifiers means to install an additional type of fiber amplifiers to

increase the number of wavelengths of the fiber by an additional waveband. The objective

function of MALDA is,

minimize
∑
f∈F

Nf . (3.2)

In practice, various components (e.g., OEO converters) are also required in addition to

the optical amplifier to overcome physical impairments (e.g., noise and dispersion) [46].

In this chapter, however, we simply try to minimize the number of wavebands that are

actually used because the number of these components required depends on the number of

wavebands actually used.

In MALDA, fiber amplifiers are added to fiber when too few wavelengths are available

to set up new lightpaths. The algorithm terminates when all the traffic demand has been

accommodated and the load on all the IP routers become under their processing capacity. In

addition, we expect that the smallest possible number of fiber amplifiers will be deployed in

the WDM network. MALDA is similar to e-MLDA described in Section 3.2. The point of

difference between them is that MALDA only deploys an additional fiber amplifier when

there are too few wavelengths to accommodate the traffic. For this purpose, we need to

modify Step 5.2 of e-MLDA. Once a fiber amplifier has been added to a fiber, we are able

to connect a lightpath that uses the newly available wavelengths. Whether or not a new

amplifier should be added is checked in the new step, Step 6. The following two steps are

one of the two differences between e-MLDA and MALDA. Another difference is described

in the next subsection.
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Step 5.2 If nodes s and d are directly connected via a fiber, we may be able to set up

lightpaths between nodes s and d. In this case, we try to accommodate qi′j′ by

deploying a new fiber amplifier on the fiber, so we go to Step 6. If nodes s and

d are not directly connected, on the other hand, then we set d ← Bsd and go

back to Step 4.

Step 6 Check the number of fiber amplifiers currently deployed on the fiber between

nodes s and d. If Nmax amplifiers have already been used, it is not possible

to accommodate the required traffic and we terminate our algorithm. Other-

wise, we add an additional fiber amplifier to increase the number of available

wavelengths on the fiber, and connect the existing lightpaths. Note that the

wavelengths used by the lightpaths from node s to node d are released and

newly available wavelengths provided by the added amplifier are reassigned to

those lightpaths. We then set d ← j ′ and go back to Step 4 in order to check

whether or not we are able to set up new lightpaths between nodes s and d by

adding a fiber amplifier.

The reassignment of wavelengths to the lightpaths from node s to node d sup-

poses the situation that newly available wavelengths are likely to be available

only on the deployed fiber. Thus those wavelength may not be utilized by the

other lightpaths that pass through more than one fiber. So those wavelengths

should be used by the lightpath that passes through only one fiber.

After setting up all the lightpaths with the above steps, we next consider adding further

optical fiber amplifiers to decrease the traffic load on over-burdened IP routers. This is

necessary since the above steps does not ensure that the load on all IP routers are below the

processing capacity. By connecting lightpaths until the load on the IP router falls below

the maximum amount of traffic the IP router can process, we accommodate more traffic.

To explain this, we introduce the following notations.

Nhigh: Set of nodes at which the traffic load on the IP router is beyond the maximum

amount of traffic it can process.
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Navailable: Set of nodes that have non-utilized waveband(s) on the fibers to which the

node is connected.

Nheavy: Node that has the heaviest traffic load among the set of nodes, chosen from

Nhigh ∩ Navailable.

We perform the following steps after setting up the lightpaths enough to accommodate

all the traffic demand according to the above steps in MALDA.

Step A: Set Np ← Nhigh∩Navailable. If Np is an empty set, then go to Step C. Otherwise,

go to Step B.

Step B: Randomly choose one fiber from the fibers that are connected to Nheavy. Add an

optical fiber amplifier to this fiber. Then, try to connect lightpaths through this

fiber (see the connecting lightpaths above), and go back to Step A.

Step C: If some nodes have a traffic load that is above the limit of its processing capacity,

then the requested traffic cannot be accommodated, and the algorithm is termi-

nated. Otherwise, the new logical topology has successfully accommodated the

traffic.

The above three steps decrease the load on overloaded IP routers by connecting lightpaths

and bypassing IP routers. If too few wavelengths are available to reduce the load, we deploy

additional optical fiber amplifiers. If a node remains in the Nhigh condition even after all

possible optical fiber amplifiers have been deployed, we are unable to accommodate the

requested traffic.

We explain the algorithm for connecting lightpaths after a new fiber amplifier has been

added. The motivation of connecting lightpaths is to prevent IP routers from being over-

burdened by setting up multi-hop lightpaths. We connect lightpaths at the node selected in

descending order of the traffic load on the two nodes, between which a new fiber amplifier

is added on the link, since the heaviest loaded node will limit the throughput of the network.

We can expect to decrease the load on the IP routers of those nodes.

Let us define x as the node at which we are trying to connect lightpaths. To decrease the

traffic load on node x, we try to connect lightpaths in the set of lightpaths that terminate
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Add a fiber amplifier
{s,d} = {(0,1),(0,3)}

{s,d} = {(1,3),(0,3)}

Node 0 Node 1 Node 2 Node 3

(a) Before connecting lightpaths

Node 0 Node 1 Node 2 Node 3

{s,d} = {(0,1)}

Connected lightpath

Added lightpath

{s,d} = {(0,3)}

{s,d} = {(1,3)}

(b) After connecting lightpaths

Figure 3.3: Example of connecting lightpaths
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at node x and those in the set of lightpaths that originate at node x, i.e., bypass packet

processing at node x. Hereafter, we denote LPsx as the set of lightpaths that originate from

node s and terminate at node x, and LPxd as the set of lightpaths that originate from node

x and terminate at node d. The operation of the connecting lightpaths is as follows. For

any two nodes (say i and j), we try to create LPij by connecting lightpaths in LPix and

those in LPxj. To do this, we first select the set of node-pairs {s, d} that use both LPix

and LPxj. Then, we check whether enough wavelengths are available to connect lightpaths

that accommodate the summation of the traffic of the set, i.e.,
∑

ab∈{s,d} qab. If this check is

satisfied, there are enough available wavelengths to connect the lightpaths. However, this

check is not enough to connect the lightpaths. After we connect the lightpaths, the number

of lightpaths in LPix and LPxj decreases. The traffic overflows by connecting lightpaths.

Therefore, we further check whether we are able to accommodate that traffic transmitted

via LPix (or LPxj) that overflows from the connected lightpaths. Only if those two checks

are satisfied, we connect the �∑ab∈{s,d} qab/C	 lightpaths in LPix and LPxj .

Figure 3 shows a simple example of the connection of lightpaths. Suppose that the

newly added fiber amplifier makes two wavelengths available. Further suppose that C = 10

Gbps, and the traffic demands on node pairs {0, 1}, {0, 3}, and {1, 3} are 15, 7, and 12

Gbps, respectively. The traffic of node pair {0, 3} is transmitted via a lightpath in LP01

and one in LP13 since it is not possible to directly set up a lightpath from node 0 to node 3

because of the lack of wavelengths (see Fig. 3a). After the fiber amplifier has been added

to the fiber between nodes 1 and 2, we try to connect lightpaths at node 1 and node 2. First,

we try to connect lightpaths in LP01 and those in LP13 at node 1 on which the IP router

is more over-burdened. Now we are trying to connect a lightpath that can accommodate

the traffic volume for node pair {0, 3}. We first check whether or not it is possible to

accommodate traffic that overflows to other lightpaths. If we connect a lightpath on node

1, the number of lightpaths in LP01 changes to 2 and that in LP13 does to 1. A lightpath

in LP13 is unable to accommodate the traffic of node pair {1, 3} (12 Gbps is required,

but only 10 Gbps is available). Therefore, we next check whether or not it is possible to

accommodate the traffic of node pair {1, 3} by setting up a new lightpath between node 1

and node 3. Since this is possible in the current case, we set up a new lightpath in LP13

and connect a lightpath in LP01 and one in LP13 as shown in Fig. 3b.
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The complexity of MALDA is larger than that of e-MLDA because MALDA adds fiber

amplifiers in addition to setting up lightpaths. The complexity of adding fiber amplifiers

can be obtained as follows.

A fiber amplifier can be added L × B times at most. L is the number of links in the

network. B is the number of wavebands on a fiber. When MALDA adds a fiber amplifier,

it tries to connect W lightpaths at most on the nodes connected by the fiber. So the total

complexity of MALDA is larger than that of e-MLDA by O(LBW ), that is, the complexity

of MALDA is O(N 2H2W ) + O(LBW ).

3.4 Numerical Evaluation and Discussions

In the previous section, we proposed a method for the design of the logical topology that

has the objective function of minimizing the number of fiber amplifiers. This section is

devoted to a comparative evaluation of MLDA, e-MLDA, and MALDA. We introduce the

following notations to represent the logical topologies designed by each algorithm.

LTMLDA: Logical topology designed by MLDA

LTe−MLDA: Logical topology designed by e-MLDA

LTMALDA: Logical topology designed by MALDA

3.4.1 Simulation Condition

In this evaluation, we use NTT’s 49-node backbone network in Japan (Fig. 3.4) as the

network model and two different traffic patterns, P1 and P2. P1 is the publicly available

information provided by NTT [47] about the traffic matrix for conventional telephone calls.

In traffic pattern P1, the volume of traffic between large cities and between adjacent cities

is large. Traffic pattern P2 is randomly determined. The value of each element in P2 is

uniformly distributed between 0 Mbps and 1 Mbps. Since the total traffic loads are small

(around 3 Gbps in P1 and 1.2 Gbps in P2), we introduce a scale-up factor α. We set the

actual requested traffic as α times the elements of P1 and P2. The bandwidth of each

wavelength is set to 10 Gbps, and up to 1,000 wavelengths can be multiplexed on a single
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Figure 3.4: NTT’s 49-node backbone network

fiber. The processing capacities of the electronic routers (see Fig. 2b), expressed as μ, are

set to 5.6 Tbps [48] and 16 Tbps, respectively.

We evaluate the respective logical topology by deriving the average delay, throughput,

and number of fiber amplifiers obtained by the corresponding algorithms. The average

delay is defined as follows.

T̄ =
1

N(N − 1)

N∑
s=1

N∑
d=1

Dsd (3.3)

where N is the number of nodes in the network and Dsd is the delay on the traffic between

nodes s and d. In our architectural model shown in Fig. 2b, the delay experienced at a node

consists of the processing delay, the transmission delay, and the propagation delay. Thus,

Dsd is represented as

Dsd =

N∑
i=1

asd
i · QDi +

N∑
i=1

N∑
j=1

bsd
ij · TDij +

N∑
i=1

N∑
j=1

bsd
ij · PDsd. (3.4)

The notation used in Eq. (3.4) is as follows.

QDi: Delay for processing at the IP router on node i. We determine this by using an

M/M/1 queueing model.
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TDij: Transmission delay experienced in the buffer of the lightpath between node i and

node j. If there are several lightpaths, the IP traffic is divided into flows such that

the rate of transmission is identical on each of the lightpaths. The delay at the

buffer is also calculated by using an M/M/1 queueing model.

PDsd: Propagation delay of lightpaths between end nodes s and d.

asd
i : If the IP router on node i processes the traffic from node s to node d, then asd

i = 1.

Otherwise asd
i = 0.

bsd
ij : If the traffic from node s to node d goes through the lightpath between node i and

node j, then bsd
ij = 1. Otherwise bsd

ij = 0.

3.4.2 Evaluation Results

To obtain the numerical results, we use the following assumptions and parameter set-

tings. For MLDA, we assume that 1,000 wavelengths are always used. For e-MLDA

and MALDA, we set the utilization rate of each lightpath to be below 70%. If the rate of

utilization of a lightpath is greater than that value, we set up new lightpaths. For safer op-

eration, we might limit the maximum amount of traffic accommodated at the IP router to,

e.g., 70% of its processing capability. In this evaluation, however, we regard the IP router’s

processing capacity as the maximum amount of traffic accommodated by it for simplicity.

In the case of e-MLDA, the logical topology is built on the assumption that 1,000 wave-

lengths are available. Then, we have simply removed the unnecessary optical amplifiers

after the logical topology has been built for fair comparison with MALDA. In MALDA,

the number of amplifiers on each fiber is determined by the algorithm presented in Section

3.3. For this, we have assumed that W1 = 200, Wi = 100, and Nmax = 9.

Figures 5a, 5b, 6a, and 6b show the dependence of average delay on the total requested

traffic for the traffic matrices P1 and P2. Each figure depicts the case for IP routers with one

of the two capacities. From these figures, we can see that the average delays on LTe−MLDA

and LTMALDA may decrease even when the requested traffic volume increases. This is be-

cause both of those logical topologies change according to the requested traffic volume. In
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Figure 3.5: Average delay with traffic pattern P1

Figs. 5a, 5b, 6a, and 6b, the delay on LTMALDA is always larger than that on LTe−MLDA be-

cause MALDA tries to accommodate traffic by using existing lightpaths, whereas e-MLDA

sets up new lightpaths since e-MLDA is able to utilize more wavelengths than MALDA is

on each fiber. This results in a higher rate of utilization of lightpaths by LTMALDA than

by LTe−MLDA. LTMLDA shows the smallest delay since MLDA always utilizes all the

wavelengths regardless to the requested traffic volume.

We next discuss the throughput of each of the logical topologies. Here, the throughput

is defined as the minimum requested traffic volume (more precisely, the scale-up factor α)

such that the average delay reaches saturation. When we cannot set up all the lightpaths

required or we cannot make the load of all the IP routers under their processing capacity,
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Figure 3.6: Average delay with traffic pattern P2
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the average delay goes to infinity. In Fig. 5a (μ = 5.6 Tbps), LTMALDA accommodates as

much traffic as LTe−MLDA. This is because the bottleneck for the network in this case is

the processing capacity of the IP router. When the processing capacity of the IP router is

large (μ = 16 Tbps), LTMALDA shows a higher throughput than LTe−MLDA in Fig. 5b. In

this case, the large capacity of the respective IP routers means that the bottleneck for the

network is not the processing capacity but the link capacity. In P2, the node-pairs whose

source nodes are apart from their destinations require more lightpaths than those in P1.

As a result, The bottleneck is the processing capacity of a IP router at the intermediate

node. MALDA effectively cuts lightpaths at the different intermediate nodes so that the

load of IP routers are distributed. This results in higher throughput of LTMALDA than that

of LTe−MLDA in Figs. 6a and 6b.

LTMLDA shows much lower throughput than others because MLDA sets up one-hop

lightpaths while MALDA and e-MLDA set up multi-hop lightpaths. Setting up one-hop

lightpaths leads to a poor utilization rate of each lightpath because the lightpath of each

packet flow is limited while the lightpath is shared when multi-hop lightpaths are set up. To

see the above discussions clearly, we show the throughput values dependent on the capacity

of the IP router in Figs. 7a (traffic pattern P1) and 7b (traffic pattern P2). The results show

that LTMALDA accommodates more traffic than LTe−MLDA does if the processing capacity

of the IP router increases. LTe−MLDA shows constant throughput in spite of increasing

capacity of the IP router due to a lack of wavelengths. On the other hand, the throughput

of LTMALDA increases as the capacity of the IP router becomes high since only the IP

router’s capacity is the network bottleneck of the logical topology. The upper bound on

the throughput of LTe−MLDA when P1 is used (40.2 Tbps) is about twice as much as that

when P2 is used (20.5 Tbps). In P1, the traffic volume requested by neighboring nodes are

relatively larger than others. As a result, a lot of lightpaths are set up between neighboring

nodes that can be shared by IP packets, which leads to higher throughput in P1 than that

in P2. Overall, MALDA can more effectively utilize the bandwidth of the lightpaths than

e-MLDA does.

The required numbers of optical fiber amplifiers are shown in Figs. 8a, 8b, 9a, and 9b.

In LTe−MLDA, unnecessary optical amplifiers are removed. The results of LTe−MLDA are

plotted for traffic volumes below 40.2 Tbps in P1 and 20.5 Tbps in P2 because it cannot
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Figure 3.7: Throughput of each logical topology
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accommodate traffic volumes beyond 40.2 Tbps and 20.5 Tbps, respectively. The result

of LTMLDA is eliminated since it always utilizes all the optical fiber amplifiers (819 am-

plifiers). Note that the number of optical fiber amplifiers does not always increase as the

total traffic volume increases. This is because the number of intermediate nodes at which

lightpaths are split may increase when the total traffic volume increases. As such a inter-

mediate node increases, the wavelength continuity constraint is more relaxed, which could

result in effective utilization of the wavelengths. We see that LTMALDA only requires about

one-fifth of the optical fiber amplifiers that LTe−MLDA needs in P1 and P2.

3.5 Conclusion

In this chapter, we have proposed e-MLDA (extended MLDA), a new heuristic algorithm

for the design of logical topologies to be overlaid on WDM networks. The resulting topol-

ogy is based on the actual levels of node-to-node traffic demand. We went on to propose

MALDA (Minimum number of fiber Amplifiers Logical topology Design Algorithm) for

which the objective function is to minimize the number of fiber amplifiers deployed in

the logical topology. Our algorithms are evaluated by comparing them with the conven-

tional method in terms of average delay, throughput, and number of optical fiber amplifiers

deployed in the network. The results have shown that MALDA only needs about one-

fifth of the fiber amplifiers that e-MLDA does, while MALDA is able to accommodate

as much traffic as e-MLDA. Furthermore, when the processing capacity of IP routers is

high, MALDA can accommodate more traffic than e-MLDA does. Our results indicate

that MALDA is preferable in terms of designing a low-cost logical topology.
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Figure 3.8: Number of optical fiber amplifiers needed by each logical topology with traffic
pattern P1
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Figure 3.9: Number of optical fiber amplifiers needed by each logical topology with traffic
pattern P2
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Chapter 4

Design of Edge-Nodes with Effective

Wavelength Conversion

In this chapter, we discuss the design of edge nodes, to which links with different num-

bers of wavelengths are connected, in large-scale wavelength-routed networks. We need

to cope with the diversity in the numbers of wavelengths by wavelength conversion on

edge nodes. In previous researches for wavelength converter placement problem, the main

purpose is eliminating fragmentation of wavelength resources between adjacent links that

have the same number of wavelengths multiplexed. In large-scale wavelength-routed net-

works, however, we also need to utilize wavelength converters to cover the difference in the

numbers of multiplexed wavelengths. We propose an edge node architecture that has fixed

wavelength converter to solve the above-mentioned difference. This architecture offers

total cost reduction at the edge nodes.

4.1 Diversity in the Numbers of Wavelengths in Wavelength-

Routed Networks

Appearances of new services such as GRID computing lead to the need for end-to-end

lightpath provisioning (e.g., OptIPuter [49] ,Lambda Grid [50] and λ-computing [51, 52]).

One promising candidate for the networks that realize the end-to-end lightpath provisioning

is a wavelength-routed network with overlay model (i.e., controls of users and a carrier are
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End Host

Core Node

Edge Node

Access Links

Core Link

Carrier Network

Figure 4.1: Wavelength-routed network with overlay model

separated). In this network, end hosts of users are connected to a carrier network via access

links (Fig.4.1).

The important features of the network are the increase in the number of access links

and the diversity in the numbers of wavelengths multiplexed on links. More users moti-

vated by the new serivices connect the access links for the lightpath provisioning, which

leads to increase in the number of access links. The diversity arises due to the following

actions. Users prepare access links and communication interfaces with a few wavelengths

multiplexed for cost reduction. In particular, the common wavelengths (e.g., some wave-

lengths in C band) may be used among most users. On the other hand, a carrier prepares

a core link with tens or hundreds of wavelengths multiplexed for accommodating traffic

from access links. The above-mentioned increase in the number of access links motivates

such large number of wavelengths on core links. In this senario, it is important to cope

with the difference in the numbers of wavelengths multiplexed on access and core links

because the wavelength continuity constraint (i.e., the same wavelength must be assigned

to a lightpath on links along a route) must be satisfied.

Wavelength conversion improves the blocking performance of wavelength-routed net-

works. Wavelength converters change an input wavelength to another output one, thus

eliminate the fragmentation of wavelength resource. As a result, the utilization rate of

wavelength resource is improved. Because wavelength converters remain expensive in

the near future, we need to minimize the number of wavelength converters deployed for
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achieving an objective performance. In order to cost-effectively utilize wavelength convert-

ers, methods for deployment of wavelength converters have been developed. In [28, 29],

deploying wavelength converters only on a few nodes leads to the cost reduction. In [30],

deploying wavelength converters on about 1–5% of all ports in a network achieves the

blocking performance close to performance of a case for full-complete wavelength conver-

sion where all ports on all nodes are equipped with wavelength converters.

In conventional researches [28, 29, 30], they focus on networks where each link has an

identical number of wavelengths multiplexed. In those networks, wavelength converters

are used for eliminating fragmentation of wavelength resources between adjacent links

that have the same number of wavelengths multiplexed. In a wavelength-routed network

with overlay model, however, we also need to utilize wavelength converters to cover the

difference between the numbers of wavelengths on links. If the number of wavelength

converters used for covering the difference is much larger, covering the difference with the

lowest wavelength converter cost is inevitable for constructing the cost-effective network.

In this chapter, we first show that edge nodes, to which both access and core links are

attached, need much more wavelength converters than core nodes, to which core links are

only attached. Then, we propose an ingress edge node architecture with fixed wavelength

converters that convert a predetermined input wavelength to another predetermined out-

put wavelength. In our node architecture, fixed wavelength converters evenly distribute

wavelengths from input access links to wavelengths on an output core link. Adopting fixed

wavelength converters for distribution of input wavelengths leads to lower costs than nodes

with full wavelength converters that convert any input wavelengths to another output one.

The rest of this chapter is organized as follows. Section 4.2 includes an explanation

of wavelength-routed networks and a simulation result that shows edge nodes need most

wavelength converters. In section 4.3, we discuss cost models of full and fixed wavelength

converters and propose an ingress edge node architecture with fixed wavelength convert-

ers. We then compare our node architecture with a node architecture that only uses full

wavelength converters and show our node architecture reduces wavelength converter cost.

Finally, section 4.4 concludes this chapter.
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4.2 Effect of Deploying Wavelength Converters on Edge

Nodes in Wavelength-Routed Networks with Overlay

Model

4.2.1 Wavelength-Routed Network with Overlay Model

There are some inter-connection models between optical networks and other networks or

end hosts [53]. In the peer model, optical networks and others are treated as a single

network and they exchange topological and routing information with each other. In the

overlay model, on the other hand, they are independent and do not exchange those in-

formation. From the security viewpoint, we adopt the overlay model because advertising

internal information of the carrier network to end hosts is not safe.

In wavelength-routed networks with overlay model, end hosts are connected to a carrier

network via access links. Each end host establishes lightpaths to another one for commu-

nication. We assume end hosts as computers providing the grid computing [54]. A carrier

network consists of nodes and fibers. We refer to the node, to which access links are

attached, as an edge node and another node as a core node. To investigate how many wave-

length converters are needed only for covering the difference in wavelength number, we

assume that an edge node is connected to a single core node and does not relay lightpaths

among core links. We assume that a few wavelengths are multiplexed on an access link

and tens or hundreds of wavelengths are multiplexed on a core link.

4.2.2 Node Architecture

Figs. 4.2 and 4.3 depict an edge and a core node architecture. A node consists of demul-

tiplexers (DEMUX), multiplexers (MUX), Optical Cross-Connects (OXC) and full wave-

length converters. When a node relays a wavelength for establishment of a lightpath, a

DEMUX first demultiplexes an input signal into each wavelength. Then, an OXC switches

each wavelength to an appropriate output port. Finally a MUX multiplexes wavelengths

into an output signal. When the wavelength same as an input wavelength is not idle on an

output fiber, the input wavelength is switched to a full wavelength converter and converted
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Figure 4.2: Edge node architecture

to another wavelength idle on an output fiber.

Full wavelength converters are deployed on nodes in a trunk-type basis [55]. In the

trunk-type, full wavelength converters are shared among input ports. The input port that

actually needs wavelength conversion is switched to an output port with a full wavelength

converter. As a result, the number of full wavelength converters deployed is reduced.

4.2.3 Optimal Distribution of Full Wavelength Converters to Edge/Core

Nodes

We verify that edge nodes need much more full wavelength converters than core nodes in

wavelength-routed networks with overlay model. To achieve this, we obtain by simulation

an optimal distribution of full wavelength converters to edge and core nodes, which leads

to minimizing the call blocking probability with given full wavelength converters. We use

NSFNET (Fig. 4.4) as a network model. An edge node is attached to each core node.

End hosts are attached to each edge node with access links. Followings are parameters in

simulation. Values of parameters are shown in Tab. 4.1.

La : Number of access links attached to an edge node.
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Wa : Number of wavelengths multiplexed on an access link.

Wc : Number of wavelengths multiplexed on a core link.

a : Arrival rate to an end host. Poisson arrival.

1
μ

: Average holding time of a lightpath. A holding time follows exponential distribu-

tion.

ρc : Load on an output core link attached to an edge node. The load on output core link

is defined as a ratio of arrival rate to an edge node to the number of wavelength on

output core link. ρc = aLa

μWc
.

In simulation, we obtain blocking probabilities caused by fragmentation of wavelength

resource (i.e., there exist idle wavelengths on each link but no identical wavelength is idle

on the consecutive links along the route) when ratio between the number of full wavelength

converters on edge nodes and that on core nodes varies. After determining the ratio, we

uniformly deployed full wavelength converters among edge or core nodes. We selected the

total number of full wavelength converters so that blocking by fragmentation of wavelength

resource does not occur in an optimal distribution. A lightpath request arrives at end hosts

following a. A destination end host is uniformly selected from a set of end hosts that
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Figure 4.4: NSFNET

Table 4.1: Parameters used in Simulation
La Wa Wc a 1

μ
ρc

ρcμWc

a
8 {16, 32, 64, 128} 4 1 0.5

are not connected to the same edge node as the source end host is. We use a minimum-

hop routing algorithm for route selection. For wavelength assignment, we use a modified

version of MFF (Modified First-Fit) [30], in which we randomly select an idle wavelength

instead of First-Fit policy. Concretely, we divide route of a lightpath into segments, in

which wavelength continuity constraint must be satisfied, in following order.

1. A set of links from a source end host to a destination end host corresponds to a

segment.

2. Sets of links from a source end host to an ingress edge node, from an ingress edge

node to an egress edge node, from an egress edge node to a destination edge node

individually correspond to a segment.

3. Each link on a route corresponds to a segment.

Then, we randomly select an idle wavelength in each segment. When two consecutive seg-

ments use different wavelengths, a wavelength converter is used in the intermediate node.

A lightpath request is blocked if there exists no idle wavelength on a link or required wave-

length conversion cannot be performed because of the lack of full wavelength converters.
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Figure 4.5 shows blocking probabilities caused by fragmentation of wavelength re-

source with different ratio between the number of full wavelength converters on edge nodes

and that on core nodes. Blocking caused by the lack of idle wavelengths is not counted be-

cause wavelength conversion cannot avoid it.

When Wc is 16, deploying about 53% of given converters on edge nodes minimizes

the blocking probability. Optimal ratios with Wc = 32, 64 and 128 are about 75%, 93%

and 100%. These results mean that, for minimizing a blocking probability with given

converters, more number of full wavelength converters should be deployed on edge nodes

as the difference between the numbers of access and core links gets larger. This is be-

cause more fragmentation of wavelength resources occurs between access and core links

in wavelength-routed networks with overlay model. Therefore, reducing the number of

full wavelength converters on edge nodes leads to reducing wavelength converter cost in

the whole network. In the next section, we propose an edge node architecture with reduced

number of full wavelength converters.
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4.3 Edge Node Architecture with Fixed Wavelength Con-

verters

4.3.1 Wavelength Converter Model

In this section, we introduce two kinds of wavelength converters; full wavelength convert-

ers and fixed wavelength converters. We further discuss the cost ratio of those converters.

Full wavelength converters and fixed wavelength converters are realized with FWM (Four-

Wave Mixing) [56, 57, 58].

Architectures for a full wavelength converter and a fixed wavelength converter are

shown in Fig. 4.6. The wavelength conversion process is as follows. In both wavelength

converters, the input beam is amplified by EDFA (Erbium-Doped Fiber Amplifier). Then,

the input beam is combined with the pump beam that was amplified to the a power of more

than 20 dBm by a booster EDFA. The combined beam is input into NLM (Non-Linear

Medium) and a beam whose wavelength is different from both the input beam and the

pump beam is generated. After filtered, amplified and reshaped, the generated beam is out-

put as a converted wavelength. In a full wavelength converter, a tunable laser is used as a

pump source because an output wavelength needs to be adjusted by changing a wavelength

of the pump beam. In fixed wavelength converter, on the other hand, a laser diode is used

as a pump source that produces a fixed wavelength.

To evaluate how much cost-reduction fixed conversion offers, we need to determine the

ratio of a full wavelength converter cost to a fixed wavelength converter cost. The ratio

depends on costs of a tunable laser, a laser diode and other devices. In this chapter, we

decided the ratio based on the following internal study [59].

• The tunable laser cost to a laser diode (with a wavelength locker) cost ratio is about

10.

• A tunable laser costs more than 1 million yen (9,000 dollars) and will not go down

in the near future.

• The design cost of non-linear medium is as high as a tunable laser cost. However,

the cost of non-linear medium can be much lower than a tunable laser cost when it is
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Figure 4.6: Architectures for wavelength converters

mass-produced.

• The cost of EDFA can be 30 or 40% of a tunable laser cost when it is a module type

and mass-produced.

Another forecast of the cost of EDFA is about 1,000 dollars [60]. The booster EDFA

will more expensive than other EDFAs. Therefore, in this chapter, we assume that the

cost of booster EDFA follows the value in [59] and total costs for other EDFAs, NLM,

polarization controllers is 1/10 of a tunable wavelength converter cost.

From the above discussion, the full wavelength converter cost to fixed wavelength con-

verter cost ratio can be at least 3. We may expect a larger ratio: for example, when opto-

electronic conversion instead of all-optical conversion is used, the ratio will be almost the

same as 10, the ratio of a tunable laser cost to a laser diode cost. If we apply waveband
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conversion [61] for fixed wavelength conversions of a set of wavelengths (e.g., wavelengths

multiplexed on an access link), much larger ratio may be obtained. In this chapter, based

on the above discussion, we investigate whether fixed conversion can reduce wavelength

converter cost of a wavelength-routed network with overlay model when the ratio ranges

from 3 to 10.

4.3.2 Node Architecture with Fixed Wavelength Converters

Figure 4.7 depicts out node architecture with fixed wavelength converters. Fixed wave-

length converters are deployed on input ports from input access links. We utilize fixed

wavelength converters to uniformly distribute lightpath requests from input access links to

wavelengths on an output core link.

Correspondence between an input wavelength and an output wavelength of a fixed

wavelength converter is determined as following. λw (0 ≤ w ≤ Wa − 1) on kth (1 ≤
k ≤ La) input access link is converted to λ((k−1)Wa+w) mod Wc . When an output wave-

length is the same as an input wavelength, no fixed conversion is performed. In Fig. 4.7,

Wavelengths on the upper access link do not need wavelength converters because the same

wavelengths are assigned to them on an output core link. On the other hand, a fixed wave-

length converter is deployed for each wavelength on the lower access link to convert λ0 and

λ1 to λ2 and λ3, respectively. When we cannot avoid competition with only fixed wave-

length converters because multiple wavelengths are converted to the same wavelength on

an output core link, we use full wavelength converters.

Fixed conversion is not performed on egress edge nodes that relay wavelengths from an

input core link to an output access link. This is because even if fixed wavelength converters

are on egress edge nodes, the wavelength assigned to lightpaths on core links are seldom

identical to expected input wavelengths of the fixed wavelength converters.

4.3.3 Numerical Examples

We compare wavelength converter cost in our edge node architecture with that in an edge

node architecture that only uses full wavelength converters by simulation. To evaluate how

much wavelength converter cost on an ingress edge node is reduced, we use a network
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Figure 4.7: Node architecture with fixed wavelength converters (La = 2, Wa = 2, Wc = 4).

model that consists of two edge nodes, two core nodes and three core links (Fig. 4.8).

Performance metrics are (1) the number of full wavelength converters needed on an ingress

edge node and (2) total wavelength converter costs needed on an ingress edge node. There

are 8 and 128 wavelengths multiplexed on access and core links, respectively. Lightpath

requests arrive at source end hosts according to a Poisson process with rate a. A destination

end host is selected among all destination end hosts according to uniform distribution. The

holding time for lightpaths (1/μ) follows an exponential distribution with an average of 1.

We used the wavelength assignment method in section 4.2.3. To investigate whether our

architecture reduces cost of an ingress edge node, we focus on the ingress edge node in

Fig. 4.8. Core nodes and an egress edge node are equipped with unlimited number of full

wavelength converters.

We regard X full wavelength converters as the sufficient number of full wavelength

converters on an ingress edge node when the node with X full wavelength converters pro-

vides almost the same blocking performance as the node that has unlimited number of

wavelength converters. Therefore, we introduce approximation factor [62] as following;

PB(X) − PB(∞)

PB(0) − PB(∞)
< ε. (4.1)
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PB(X) is a blocking probability when X full wavelength converters are deployed on

an ingress edge node. PB(0) and PB(∞) are blocking probabilities when no and unlimited

number of full wavelength converters are deployed on an ingress edge node, respectively.

We set ε to 0.001, which is low enough to achieve an objective end-to-end blocking perfor-

mance in connection-oriented networks (e.g., a target probability of end-to-end blocking

is between 0.02 and 0.05 in ISDN [63]). In this case, difference of blocking probabilities

between PB(∞) and PB(X) is under ε as following;

PB(X) < ε(PB(0) − PB(∞)) + PB(∞) < ε + PB(∞).

Figure 4.9 shows the minimum number of X in Eq. (4.1). The horizontal axis represents

load on the output core link that is attached to the ingress edge node (ρc). The graph label

“full WC” indicates a node architecture that only uses full wavelength converters and “fixed

WC” does our architecture. The load is proportional to the number of input access links

attached to the ingress edge node.

In the node architecture that only uses full wavelength converters, the number of full

wavelength converters increases proportionally to load on the output core link. This is

because more lightpath requests from access links compete for the same wavelength on an

output core link as the load increases.

In our node architecture, no full wavelength converter is needed when the load is lower

than 0.5. This is because input wavelengths on each input access link are converted to dif-

ferent wavelengths on an output core link with fixed converters. When the load is over 0.5,
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Figure 4.9: Number of full wavelength converters on an ingress edge node (a = 4)

the number of full wavelength converters needed increases because we need to perform full

wavelength conversion in addition to fixed wavelength conversion. However, the number

of full wavelength converters is greatly reduced in our node architecture.

Figure 4.10 shows the number of full wavelength converters when the load on the output

core link is fixed and an arrival rate of lightpath requests changes. The horizontal axis

represents an arrival rate of lightpath requests at an source end host. In this case, the

number of input access links decreases as the arrival rate increases. We set the load to

around 0.6, which is an average wavelength utilization when networks are actually under

operation [30].

In both architectures, the number of full wavelength converters decreases as the arrival

rate increases. This is because larger arrival rate leads to more blocking on input access

links and less lightpath requests arrive to the output core link. In our node architecture, no

full wavelength converter is needed when the arrival rate is larger than 4 because competi-

tion for the same wavelength on an output core link is avoided only with fixed wavelength

converters. The above simulation results show that utilizing fixed wavelength converters

leads to great reduction of the number of full wavelength converters needed on an ingress

edge node.
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Figure 4.10: Number of full wavelength converters on an ingress edge node when ρc is
around 0.6

Total wavelength converter costs on an ingress edge node are shown in Fig. 4.11. The

horizontal axis is the load on the output core link that is attached to the ingress edge node.

A full wavelength converter cost is normalized as 1. In our node architecture, the total

wavelength converter cost is the sum of the cost of deployed full wavelength converters and

the cost of deployed fixed wavelength converters. We determine ratios of a full wavelength

converter cost to a fixed wavelength converter cost as (1) 3:1, (2) 5:1 and (3) 10:1.

In Fig. 4.11, we first focus on wavelength converter costs when the load is around 0.6.

When the load is around 0.6, wavelength converter cost in ours are about 79 % (cost ratio

3:1), 56 % (cost ratio 5:1) and 38 % (cost ratio: 10:1) of the cost in the node architecture

that only uses full wavelength converters. When the load is lower than 0.5, cost in ours is

proportional to the load because the number of fixed wavelength converters only increases.

With the load lower than 0.5, cost in ours are about 54 % (cost ratio 3:1), 32 % (cost ratio

5:1) and 16 % (cost ratio 10:1) of the cost in the node architecture with only full wavelength

converters.

When load is over 0.8, our architecture shows higher WC cost. However, the load is

far higher than that under operation. Therefore, it is important that our node architecture

provides lower wavelength converter cost than the node architecture that only uses full
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Figure 4.11: Wavelength converter cost (a = 4)

WCs when the load is below 0.6.

Wavelength converter costs when the load is fixed to around 0.6 and an arrival rate of

lightpath request changes are shown in Fig. 4.12. When a is below 2, our node architecture

shows higher cost than the node architecture with only full wavelength converters with

cost ratio 3:1 and 5:1. This is because the number of input access links increases as the

arrival rate decreases and the increase in the number of input access links leads to more

fixed wavelength converters needed. However, in multi-point communication such as grid

computing, source end host generally sets up lightpaths to multiple end host, that is, it is

important for our node architecture to provide lower wavelength converter cost when a is

large.

Figure 4.13 shows the total wavelength converter costs on an ingress edge node when

the difference in the numbers of wavelengths on access and core links is relatively small (Wc = 32).

Our node architecture achieves almost the same cost reduction as that in Fig. 4.11. There-

fore utilizing fixed converters leads to the reduction of wavelength converter cost regardless

of the difference in the numbers of wavelengths multiplexed on access and core links.
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Figure 4.12: Wavelength converter cost when ρc is around 0.6

4.4 Conclusion

In this chapter, we investigated the deployment of wavelength converters in wavelength-

routed networks with overlay model. We showed that, in wavelength-routed networks

with overlay model, most wavelength converters are deployed on edge nodes for covering

the difference in the numbers of wavelengths multiplexed on access and core links by

simulation. We then proposed an ingress edge node architecture with fixed wavelength

converters to reduce the number of full wavelength converters and wavelength converter

cost on an ingress edge node. In simulation, our node architecture achieved an objective

blocking performance with lower wavelength converter cost than a node architecture that

only uses full wavelength converters. When the load on the output core link is in the

situation where networks are under operation and wavelength converter cost ratio is 3, our

node architecture offered about 21 % cost reduction compared with a node architecture that

only uses full wavelength converters. When load is lower, our node architecture offered

more than 46 % cost reduction. In addition, fixed wavelength conversion offers more cost

reduction as the wavelength converter cost ratio gets larger. Utilizing fixed converters leads

to cost reduction regardless of the difference in the numbers of wavelengths multiplexed

on access and core links.
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Figure 4.13: Wavelength converter cost (a = 4, Wc = 32)
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Chapter 5

Design of Node-Clusters for Scalable

Wavelength Routing

In this chapter, we propose a node-clustering method for hierarchical routing in large-scale

wavelength-routed networks. Hierarchical routing scales well by yielding enormous reduc-

tions in routing table length, but it can also increase blocking probability because longer

paths in hierarchical routing tend to have less free wavelength channels. However, if the

routes assigned to longer paths have greater wavelength resources, we can expect that the

blocking probability will not increase. Therefore we propose a distributed node-clustering

method that maximizes the number of lightpaths between nodes. The key idea behind our

method is to construct node-clusters that have much greater wavelength resources from the

ingress border nodes to the egress border nodes, which increases the wavelength resources

on the routes of lightpaths. We evaluate the blocking probability for lightpath requests and

the maximum table length in simulation experiments. We find that the method we propose

significantly reduces the table length, while the blocking probability is almost the same as,

or even lower than that without clustering.
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5.1 Scalability Problem in Routing Protocol for Wavelength

Routing

The configuration for lightpaths consists of a route selection phase and a wavelength reser-

vation phase. Route information in the route selection phase is collected via routing proto-

cols such as OSPF [64] or BGP [65]. Then, reservation protocols such as RSVP-TE [66]

reserve wavelength resources along the route.

Many researchers have investigated the routing and wavelength reservation protocols

for establishing lightpaths in intra-domain networks. Routing and wavelength reservation

protocols that target for the inter-domain network have recently been investigated [5, 6, 4,

34]. Bernstein et al. [5] specified key requirements for inter-domain routing protocols for

optical networks. One of these is the “independence of the internal domain control plane

mechanism”. Routing and wavelength reservation protocols in the inter-domain network

are independent of protocols in the intra-domain network. BGP is the only existing protocol

that conforms to these requirements and is widely deployed in the current Internet. We can

use a BGP that is extended to wavelength-routed networks (e.g., Optical BGP [4]) as the

inter-domain routing and wavelength reservation protocol.

Li et al. [35] pointed out that BGP lacks scalability of number of routes, which results

from the increased number of nodes. This is because the BGP router’s memory size limits

the routing table size and therefore BGP will not work with a large number of routes. One

promising approach to keeping the routing table size scalable is to introduce hierarchical

routing [14]. The basic idea behind hierarchical routing is to form a set of nodes into a

cluster to aggregate route information about nodes far from a source node. Each node has

complete route information about nodes in the same cluster (i.e., intra-cluster route) and

also has aggregated route information about nodes in the other clusters (i.e., inter-cluster

route). Therefore, the routing table size is reduced.

Although hierarchical routing reduces the size of the routing table, it generally in-

creases the path length. The main reason is that inter-cluster routes cannot always be the

same routes as those in a non-clustered environment. That is, path length is increased when

an inter-cluster route with a minimum cluster-hop count differs from the shortest path with
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a minimum node-hop count (Fig. 1.5). This increased path length is likely to increase the

blocking probability for lightpath requests because the probability of finding wavelengths

idle on the path decreases as the path length increases. Therefore, it is important to con-

struct clusters to minimize the blocking probability.

In this chapter, we propose a method of clustering in a distributed manner to minimize

the blocking probability for lightpath requests. To achieve this, we maximize the number

of lightpaths between nodes. The key idea behind our method is to construct the node-

clusters that have many wavelength resources from ingress border nodes to egress border

nodes, which increases wavelength resources on the routes of lightpaths. We expect the

increased number of available lightpaths would lead to decreased blocking probability. Our

method is a distributed clustering algorithm that is suited to large-scale wavelength-routed

networks.

This chapter is organized as follows. Section 5.2 discusses hierarchical routing, node

clustering and the conventional clustering problem. In Sec. 5.3, we propose a distributed

method of clustering for wavelength-routed networks. Section 5.4 presents evaluation re-

sults obtained by simulation. Finally, we present our conclusions in Sec. 5.5.

Figure 5.1 outlines our network model. The network itself consists of nodes and links

that correspond to a domain or an Autonomous System (AS) and a set of optical fibers.

Note that each node has its own network (i.e., intra-domain wavelength-routed network) but

since we focus on the inter-domain wavelength-routed network, the intra-domain lightpath

network is represented as a single node. The numbers attached to the links represent the

number of fibers on the link in Fig. 5.1.

When a lightpath is requested, the inter-domain control plane on the gateway of the

domain first determines the set of links that the lightpath will traverse (we call the set of

links the route) using the route information advertised by the routing protocol, and then

reserves wavelength resources along the route using the wavelength reservation protocol.

We use a path-vector routing protocol like the BGP for the routing protocol since it meets

the requirements of the inter-domain routing protocol in the optical networks [5].
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Figure 5.1: Inter-domain wavelength-routed network

5.2 Improvement of Scalability with Hierarchical Rout-

ing

5.2.1 Hierarchical Node-Clustering

Figure 5.2 shows an example of hierarchical clustering. We call a set of nodes a cluster.

A node whose adjacent node belongs to another cluster is referred to as a border node. A

level-x cluster consists of level-(x − 1) clusters. The minimum level hierarchy is 1-level

clustering, where a level-1 cluster includes all nodes. If the level of clustering is more than

1, this is called multi-level clustering or a multi-level hierarchy.

The maximum cluster size is limited to keep the intra-cluster routing table size within

a reasonable size. The inter-cluster routing table size can be huge when there are too many

clusters. When this happens, the level of clustering is increased and higher-level clusters

are constructed to reduce the size of lower-level inter-cluster tables. Although our approach

can be extended to a multi-level hierarchy, we only deal with 2-level hierarchical clustering

to simplify explanation.
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5.2.2 Conventional Clustering Problem

Krishnan et al. [67] formulated an optimal clustering problem for communications net-

works. They treated the problem as a graph partitioning problem and called it the bounded,

connected, min-cut problem. The objective function of the problem is to minimize the sum

of the link cost between clusters.

Bounded, connected, min-cut problem

Given:

• An undirected graph G = (V, E) with edge weights w : E → Z+
0

• Upper bound on size of clusters B ∈ {1, . . . , |V |}

The optimal clustering is to obtain the set of clusters V1, V2, . . . , Vk, such that

minimize
∑

e

w(e) (5.1)

where e ∈ E, e /∈ Ei, i ∈ {1, 2, . . . , k} ∀k ∈ {2, . . . , |V |}.

Constraints:

• Graph Gi = (Vi, Ei) that represents the intra-cluster-network of cluster Vi is con-

nected

• 1 ≤ |Vi| ≤ B, ∀i ∈ {1, 2, . . . , k}

There are two characteristics the clustering problem has in communication networks.

First, the clusters need to satisfy bounded, connected conditions. A bounded cluster means

the maximum cluster size is bounded by B to keep the intra-cluster routing table within a

reasonable size. A connected cluster means any two nodes that belong to the same cluster

can only reach one another via nodes in that cluster. If the connected condition is not sat-

isfied, two nodes in the same cluster communicate through external clusters. This defeats

the purpose of clustering, which is to minimize the storage and exchange of information

about external clusters. The second characteristic is that each cluster does not need to be

balanced. This is because the construction of balanced clusters does not always result in

minimized link costs between clusters.
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Figure 5.2: Example of hierarchical clustering

Krishnan et al. [67] proposed a centralized heuristic algorithm to solve the bounded,

connected, min-cut problem. The heuristic algorithm consists of three steps: (1) generating

initial connected clusters, (2) refining clusters by trading nodes, and (3) refining clusters

by merging clusters.

The connected clusters in the initial step are generated through recursive bisection.

Since the recursive bisection splits clusters, the heuristic algorithm requires the complete

information about the entire network topology. This may cause other scalability prob-

lems with the memory having to include complete topological information. We therefore

propose a clustering algorithm that is implemented in distributed fashion. Our clustering

problem and algorithm will be explained in the next section.

5.3 Node-Clustering for Hierarchical Routing in Wavelength-

Routed Networks

5.3.1 Distributed Clustering Algorithm for Hierarchical Routing

As we discussed in Section 5.1, clustering may increase the path length. This increase

is a serious problem in wavelength-routed networks because the wavelength assigned to

a lightpath must be identical along the route (i.e., wavelength continuity constraint). The
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increased path length generally leads to increased blocking probability for lightpath re-

quests. The routes for lightpaths in hierarchical routing depend on how the clusters are

constructed. It is therefore important to construct clusters to minimize the blocking proba-

bility for lightpaths.

In this section, we discuss our development of a distributed clustering algorithm that

is suited to large-scale wavelength-routed networks. The requirements for this clustering

algorithm are as follows.

1. Keeping the size of routing tables for intra/inter-cluster routing within a certain value

2. Minimizing blocking probability for lightpath requests

3. Constructing clusters in the network with a huge number of nodes

We will explain how these requirements are satisfied with our distributed algorithm

after introducing our clustering problem.

To minimize blocking probability in lightpaths, we increase the number of lightpaths

available between nodes in wavelength-routed networks. To maximize the number of light-

paths, we first formulate a new clustering problem in wavelength-routed networks that

maximizes the number of lightpaths available between nodes. We refer to this problem as

the bounded, connected, max-lightpath problem. We then propose a distributed clustering

algorithm that resolves the bounded, connected, max-lightpath problem and satisfies the

three requirements.

Bounded, connected, max-lightpath problem

Given:

• G = (V, E) that corresponds to a wavelength-routed network

• Upper bound on size of clusters B ∈ {1, . . . , |V |}

Objective function:

maximize

k∑
s=1

∑
i,j∈Vs

Fij +

k∑
s=1

∑
i∈Vs,l /∈Vs

Fil, (5.2)
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where V1, V2, . . . , Vk are constructed clusters. Fij is the number of lightpaths available on

the shortest path from node i to node j, where Fii = 0, (∀i = 1, . . . , N).

Constraints:

• Graph Gi = (Vi, Ei) that means the intra-network of cluster Vi is connected

• 1 ≤ |Vi| ≤ B, ∀i ∈ {1, 2, . . . , k}

Let us try to maximize the number of lightpaths available between nodes with the above

formulation. The number of lightpaths available between nodes consists of (1) those be-

tween nodes in the same cluster and (2) those between nodes in different clusters. The latter

changes according to the construction of clusters because route with minimum cluster-hop

count, which changes depending on the construction of the clusters, is selected as the route

of a lightpath between nodes in different clusters. This route selection follows BGP, where

route with minimum AS-hop is selected. We use node-hop/cluster-hop counts as a met-

ric for intra/inter-cluster route selection. When there are several routes with the same hop

counts, we select the route where the minimum number of fibers on links is largest.

The complexity of our bounded, connected, max-lightpath problem is open. The com-

plexity of bounded, connected, min-cut problem is also open but the related problems such

as the bounded, min-k cut problem, where we need to find a subset of edges such that re-

moving them from the graph results in dividing the graph into k subgraphs and the sum of

the edge costs in the subset is minimized, are NP-complete [67]. Krishnan et al. therefore

proposed a heuristic algorithm for the problem. In this chapter, we also propose a heuris-

tic algorithm, which satisfies the first and second requirements of a clustering algorithm

for large-scale wavelength-routed networks. Our method satisfies the first requirement of

“keeping the size of routing tables for intra/inter-cluster routing within a certain value”

because the constructed clusters are bounded and connected. Bounded condition limits the

number of routes maintained in routing tables. Connected condition prevents a node from

maintaining intra-cluster routes in different clusters. Our method also satisfies the sec-

ond requirement of “minimizing the blocking probability for lightpath requests” because it

maximizes the number of lightpaths available between nodes. In Sec. 5.4, we discuss how
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maximizing available lightpaths results in decreasing the blocking probability for lightpath

requests.

For our proposed method to satisfy the third requirement of “constructing clusters in

the network with a huge number of nodes”, clusters need to be constructed in a distributed

fashion. This is because each border node does not need to maintain all the topological

information with our method. After we present information maintained by nodes with our

method in Sec. 5.3.1, we will explain our algorithm in Sec. 5.3.1.

Figure 5.3 depicts what information a node and a border node have. All nodes have

(1) a node-to-cluster mapping table and (2) an intra-cluster routing table. In addition, all

border nodes have (3) an inter-cluster routing table. We will next present the information

in each table and when each piece of information is used.

1. Node-to-cluster mapping table:

This table includes node identifiers and cluster identifiers that include the nodes. We

use the minimum node identifier in a cluster as the cluster identifier.

• When clusters are constructed:

Each node refers to this table to obtain its cluster identifier, and to find out

whether or not it is a border node. Each node can find this out by comparing its

cluster identifier with its adjacent nodes’ cluster identifiers.

• When lightpaths are set up:

Each node refers to this table to obtain the cluster identifier for the destination

node.

2. Intra-cluster routing table:

This table includes the shortest route from a source node to nodes in the same cluster

and the minimum number of fibers on links along the route. In the intra-cluster route

information to node 2 in Fig. 5.3, “1, 2” is a list of nodes on the route and “F : 5”

means the minimum number of fibers along the route, which is 5.

• When clusters are constructed:

Each border node refers to this table to find out the number of fibers available

from it to other border nodes in the same cluster.
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• When lightpaths are set up:

Each node refers to this table to find out the route to nodes in the same cluster.

3. Inter-cluster routing table:

This table includes a list of clusters on routes from the source cluster to other clusters

and ingress/egress border nodes for each cluster in the list, and the minimum number

of fibers on links along the route. In the inter-cluster route information for cluster

7 in Fig. 5.3, “(1, 1, 1), (11, 9, 10), (7, 7,−)” is a list of clusters on the route. Each

cluster is expressed as (ingress border node identifier, cluster identifier,

egress border node identifier). “F : 5” means the minimum number of fibers

along the route, which is 5.

• When lightpaths are set up:

Each border node refers to this table to obtain the route to the destination cluster

that includes the destination node.

The inter-cluster routing table includes the ingress/egress border nodes for each cluster.

This is because we distinguish the routes that pass through the same clusters but pass

through different ingress/egress border nodes. We need to distinguish them because the

number of fibers available on a route depends on the ingress/egress border nodes in addition

to the clusters a lightpath traverses. Note that a node and/or a border node has only one

route information for each destination node/cluster because maintaining multiple routes for

a destination leads to increasing routing table size. How to realize a diverse routing, which

provides multiple paths that do not share the same nodes or links for increasing reliability,

in BGP-based inter-domain routing protocol for optical networks is an important problem

as described in [5]. However, this problem is beyond the scope of this chapter.

Our algorithm constructs clusters by repeating a merge operation. The merge operation

makes a cluster merge with an adjacent cluster.

Each cluster performs merge operation with an adjacent cluster so that Eq. (5.2) is max-

imized. The first term in Eq. (5.2), which means the number of lightpaths whose source and

destination belong to the same cluster, is constant despite the construction of the clusters.

This is because the routes for those lightpaths are always routes with a minimum node-hop
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Figure 5.3: Tables maintained by nodes

count. The second term in Eq. (5.2), on the other hand, which means the lightpaths whose

source and destination belong to different clusters, changes according to the construction

of the clusters because their routes have a minimum cluster-hop count. Consequently, it is

important to increase Fil in the second term.

In order to maximize Fil, it is important to prevent lightpaths that traverse several clus-

ters from being routed on links with few fibers. If the links with few fiber are located

between clusters, those links do not tend to be selected as routes for lightpaths. This is

because there are multiple links between the clusters and the link with the most fibers is

selected as the route among them. Thus, we try to locate links with more fibers in clusters,

and to locate links with few fibers between clusters. To achieve this, we use BI (Blocking

Island) paradigm [68]. BI provides an efficient way of abstracting resource (e.g., band-

width) available in a network. BI is a cluster constructed according to the bandwidth avail-

ability. β-BI means a cluster in which links composing intra-cluster routes for node-pairs

inside have β or more bandwidth.
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Figure 5.4: Before merge operation

Our algorithm constructs β-BIs by repeating merge operation. There are two differ-

ences between the original BI and ours. First, the size of a BI (i.e., a cluster) is bounded

in our clustering problem. To maximize the bandwidth from an ingress to an egress border

node in a BI, each BI should consist of links with more bandwidth. We realize this by

making each cluster give higher priority in taking links with more bandwidth in. Second,

we need to bound the maximum node-hop count from an ingress to an egress border node

in each BI. This is to prevent the blocking probability from increasing because of increased

node-hop count of a lightpath.

The following lists symbols we use in our proposed algorithm.

B : Upper bound for number of nodes that each cluster includes.

β : Lower bound for the number of fibers on links that are taken in clusters.

H : Upper bound for the node-hop counts from an ingress to an egress border nodes in

each cluster.

Tw : Waiting time for merge requests to arrive. Each cluster does a merge operation

that is requested within Tw.

– 86 –



Chapter 5. Design of Node-Clusters for Scalable Wavelength Routing

11

Cluster 1, R1=10

22 33

55

Cluster 4, R4=15

77

88

Cluster 8, R8=20

1010

99

1313

Cluster 11, R11=10

1111 1212

1616

1414 1515

40

20

50

40

25 30

15

10

3020

10 20

25
20

3010

5

15
･･･

･

･

･

･
･
･

･
･
･

･

･

･

･

･

･

3

10

510

5

2

44

66

20

15

20
･･･

Figure 5.5: Example of merge operation between V14 and V8

Rs : Minimum number of lightpaths available between border nodes in cluster Vs.

Rst : Minimum number of lightpaths available on links between cluster Vs and Vt.

Vs∪t : Cluster into which cluster Vs merges cluster Vt.

Now, we will present our algorithm, where each cluster Vi individually performs a

merge operation. When a hierarchy is not introduced (i.e., no cluster is constructed), each

node is regarded as a cluster. When a node is added to the network, the node is regarded as

a cluster.

Step 1: Border nodes in Vi set Tw and wait for merge requests from adjacent clusters.

Go to Step 2 in time Tw.

Step 2: The border nodes in Vi exchange a received merge request among them. If one

or more merge requests arrive, then go to Step 3. Otherwise, go to Step 5.

Step 3: The border nodes in Vi select Vt that sent a merge request with the maximum

effect among clusters that sent a merge request to Vi. If there exist more than

one candidates for Vt, the cluster having the greatest cluster ID is selected as Vt
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1. The effect of a merge operation is calculated as min(Ri, Rit, Rt), which is

included in a request message. Pi, which is the border node that received the

merge request from Vt, sends an accept merge request message to Vt. Border

nodes that received a merge request from adjacent clusters except Vt send a

refuse merge request message to the senders of merge requests. Go to Step. 4.

Step 4: Pi informs all nodes in Vi of accepting a merge request. All nodes update (1)

node-cluster matching information (change the cluster ID of nodes in max(Vi, Vt)

to min(Vi, Vt)), (2) intra-cluster route information, (3) border node information

(whether each node is a border node or not), and (4) Ri∪t. Then, border nodes

advertise new node-cluster matching information to other clusters. Go back to

Step 1.

Step 5: Among adjacent clusters, select Vt′ such that min(Ri, Rit′ , Rt′) is maximized

while satisfying (1) the size of Vi∪t′ is B or less, (2) min(Ri, Rit′ , Rt′) ≥ β, and

(3) the maximum node-hop count of intra-route from an ingress to egress node

in Vi∪t′ is H or less. If there exist more than one candidates for Vt′ , the cluster

having the greatest cluster ID is selected as Vt′ . The above selection is done

by exchanging information among border nodes in Vi. A border node that is

adjacent to Vt′ and whose node ID is maximum is selected as Pi, which requests

a merge operation. If there exists Pi, Pi sends a merge request message to Vt′

and go to Step 6. Otherwise, go to Step 7.

Step 6: If Pi receives an accept merge request from Vt′ , Pi informs all nodes in Vi of

succeeding in merge request. All nodes update (1) node-cluster matching in-

formation (change the cluster ID of nodes in max(Vi, Vt′) to min(Vi, Vt′)), (2)

intra-cluster route information, (3) border node information (whether each node

is a border node or not), and (4) Ri∪t′ . Then, border nodes advertise new node-

cluster matching information to other clusters. Go back to Step 1. Otherwise (Pi

receives a refuse merge request), Pi informs all nodes in Vi of failing in merge

request and go to Step 1.
1The smallest cluster ID is an alternative tie-break condition. We examined it by computer simulation,

but the resulted performance was almost the same.
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Step 7: Border nodes in Vi advertise new inter-cluster route information. Then, finish

this algorithm because there are no adjacent clusters that Vi can perform merge

operation with.

In Step 3 and 5, when there exist more than one candidates for Vt (Vt′), we use the great-

est cluster ID as a tie-break condition. This is because border nodes in the same cluster can

uniquely determine Vt (Vt′). If other selection policies (e.g., random) are adopted, border

nodes need to exchange additional information to negotiate which cluster each border node

selects.

In trying to perform a merge operation, border nodes in Vi approximately calculate

Ri∪t as min(Ri, Rit, Rt). Let us now explain why Ri∪t is min(Ri, Rit, Rt). The border

node pair where the number of available lightpaths is minimum belongs to (1) V i, (2) Vt,

or (3) both Vi and Vt. In (1) and (2), the minimum number of lightpaths corresponds

to Ri and Rt, respectively. In (3), the route between a border node in Vi and one in Vt

consists of the route between border nodes in Vi, the link between Vi and Vt, and the route

between border nodes in Vt. Thus, the minimum number of lightpaths on these routes and

the link, that is, min(Ri, Rit, Rt), corresponds to Ri∪t. Note that Ri∪t does not always

equal min(Ri, Rit, Rt) because all links between Vi and Vt are not always part of the routes

between border nodes in cluster Vi∪t. However, Vi do not calculate Ri∪t precisely because

this calculation needs hop counts for all the routes between all the border node pairs, which

degrades the scalability of our clustering method.

Figures 5.4 and 5.5 have samples of a merge operation. We set the number of wave-

lengths multiplexed on fibers to one for the sake of simplicity. When cluster 14 merges

with cluster 11 in Fig. 5.4, the minimum number of lightpaths available between border

nodes, R14∪11 is equal to min(R14, R14,11, R11) = min(25, 15, 10) = 10. When cluster

14 merges with cluster 8, R14∪8 = 20. Since R14∪8 > R14∪11, cluster 14 sends a merge

request to cluster 8. Figure 5.5 depicts the construction of clusters after cluster 14 merges

with cluster 8. The route from cluster 11 to cluster 1 changes from 12 → 7 → 5 → 2 to

12 → 14 → 10 → 8 → 3. If there are some candidate routes with the same cluster-hop

counts, we select a route where the number of available lightpaths is maximum. Note that

the number of lightpaths available on the route changes from 5 to 15.
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Figure 5.6: Random network (N = 100)

5.4 Numerical Evaluation and Discussions

5.4.1 Simulation Condition

We used random networks with 100, 200, 300, 400, and 500 nodes generated by the Wax-

man algorithm [69] whose parameters α and β were 0.15 and 0.2, respectively. Fig. 5.6

shows the resulting random network with 100 nodes. We assume that there is no propaga-

tion delay on each link and no processing delay on each node. Note, however, that even if

propagation delay and processing delay are considered, the resulted clustering is identical

as long as the time for a pair of clusters to complete a merge operation is smaller than Tw.

The number of fibers on link uniformly ranged from 1 to 30. There were 32 wavelengths

multiplexed on a fiber.

We compared our distributed clustering method applied to the bounded, connected,

max-lightpath problem (BI) with (1) a network without any clusters (no cluster) and (2) a

distributed clustering method applied to the bounded, connected, min-cut problem (min-

cut). With min-cut, we set the link cost to 1. In this case, each cluster merges an adjacent

cluster that has the maximum number of connected links, which leads to maximizing the
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Figure 5.7: Maximum table size maintained by node

Table 5.1: Average number of clusters constructed
no cluster min-cut 0-BI 5-BI 10-BI 20-BI 30-BI

100 11.5 12.6 14.5 19.4 43.5 100

number of links in merged clusters (i.e., minimizing the number of links between clusters).

With each clustering method, we set B to
√

N (N was the number of nodes in the

network) because setting B to M
√

N in a network with M layers leads to minimized table

length [14] and M = 2. We set H to
√

N (upper bound on H) because small H may

not lead to increasing the number of lightpaths available between nodes. The waiting time

for a merge request, Tw, was set to γ × T . γ was a uniform random variable from 1 to

4 and T = 10(s), which was large enough for a merged cluster to update each piece of

information in the cluster.

5.4.2 Maximum Table Size

Figure 5.7 shows the maximum table size maintained by a node in the networks with dif-

ferent numbers of nodes. In networks without clusters, each node only maintains a rout-

ing table that has a set of routes to all nodes. In clustered networks constructed with BI

and min-cut, on the other hand, each node maintains a node-cluster mapping table and

an intra-cluster routing table (see Sec. 5.3.1). In addition, each border node maintains an
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Table 5.2: Average number of lightpaths available between nodes
no cluster min-cut 0-BI 5-BI 10-BI 20-BI 30-BI

309.9 243.2 334.5 353.2 358.2 353.6 309.9

Table 5.3: Maximum load on channel
no cluster min-cut 0-BI 5-BI 10-BI 20-BI 30-BI

2.55 7.41 4.14 1.70 1.91 2.27 2.55

inter-cluster routing table. We defined the table size as the total hop count of routes for

intra/inter-cluster routing tables and as the total number of entries for a node-cluster map-

ping table. In our BI, β is set to 0, 5, 10, 20, and 30. 30-BI does not perform merge

operation because there exists no link that has more than 30 fibers.

0-BI and min-cut show the smaller table size than others because merge operation is

not limited by the constraint about β in those methods. The table sizes in 0-BI and min-

cut are about between 22% and 33% of that without clusters. This is because 0-BI and

min-cut reduce the number of routes by aggregating routes to nodes in the same cluster. As

the number of nodes increases, the effect of aggregation increases.

0-BI yields almost the same table size as min-cut does because the numbers of clusters

and nodes included by each cluster with both methods are similar. 30-BI needs more

memory than that without clusters. This is because 30-BI has node-cluster mapping table

in addition to inter-cluster routing table that is same as the routing table in the network

without clusters.

As for BI , the table size increases as β gets larger. This is because larger β limits

the number of merge operations performed in the network. As a result, less routes are

aggregated. Table 5.1 shows the average number of clusters constructed with each method

in the network with 100 nodes. As more merge operations are performed, the number of

clusters constructed gets close to the optimal value (
√

N = 10). When β is relatively

small (β = 5), the table size can be reduced close to the minimum size since most merge

operation are not limited by constraint as to β.
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Figure 5.8: Blocking probability for lightpath requests (holding time: 60s)

Table 5.4: Average number of node-hop counts of lightpaths
no cluster min-cut 0-BI 5 − BI 10-BI 20-BI 30-BI

3.33 4.74 4.63 4.60 4.51 4.18 3.33

5.4.3 Blocking Probability for Lightpath Requests

We next evaluate the blocking probability for lightpath requests. Lightpath requests arrive

after the clusters are constructed. The requests arrive according to a Poisson process at a

rate of λ (requests/s) and the holding time for lightpaths follows an exponential distribution

with an average of 60 seconds. From here, we use a random network with 100 nodes. The

results are shown in Fig. 5.8. The horizontal axis represents the arrival rate of lightpath

requests and the vertical axis represents the blocking probability for lightpath requests.

In Fig. 5.8, the results by BIs outperform the results by min-cut for all arrival rates.

This is because more wavelength resources are provided for each node-pair in BIs. Com-

paring BIs with different β, 5-BI shows the lowest blocking probability among them.

Before we explain why 5-BI shows good performance, we show the average number of

lightpaths available between nodes in Tab. 5.2, the maximum load on link in Tab. 5.3,

and the average number of node-hop counts of lightpaths in Tab. 5.4. Here, we define

the load on channel as the ratio of the number of node-pairs that traverses the link to the

number of wavelengths on the link. From these tables, we observe that more lightpaths

available between nodes make the blocking probability lower while the average hop-count
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increases by constructing clusters. However, this is not enough. Requests of lightpaths

through heavy-load link tends to be rejected, which makes the overall blocking probability

increases. Therefore, minimizing the maximum load is also important for decreasing the

blocking probability.

Now we explain why 5-BI shows the lowest blocking probability among other algo-

rithms. The reject of lightpath request tends to occur on links with few fibers. To decrease

the blocking probability, the number of node-pairs that traverse those links must be mini-

mized. 5-BI realizes this by 1) locating links less than five fibers between clusters, and 2)

constructing clusters whose sizes are near to B. As the size of cluster gets larger, the clus-

ter tends to have more links between adjacent clusters. If there are several links between

clusters, the link with more fibers is selected as an inter-cluster route. The other links with

few fiber are not selected as an inter-cluster route. In 30-BI , the size of each cluster is

one and each cluster has only one link between an adjacent cluster. The sizes of clusters

in 10-BI and 20-BI are smaller than that in 5-BI . As a result, 10-BI and 20-BI show

higher blocking probability than 5-BI does. In 0-BI , each cluster can include links with

few fibers, which leads to higher blocking probability.

We conclude that 5-BI provides better performance in terms of blocking probability

than others while keeping the routing table size almost the same as 0-BI and min-cut.

We further evaluate our 5-BI-based clustering method when a new node is added to

network. In this case, the reconstruction of clusters is needed. To realize this, we introduce

a give operation, in which a cluster gives one of its border nodes to an adjacent cluster. A

give operation is performed when a cluster cannot perform a merge operation. Cluster Vi

gives its border node to adjacent cluster Vt if all the following six conditions are satisfied:

(1) the size of Vt is B − 1 or less, (2) the size of Vi is more than 1, (3) the maximum

node-hop count of intra-route from an ingress to egress node in Vt is H − 1 or less, (4)

Ri increases, (5) Rit decreases, and (6) Vi remains connected. Vi selects a cluster (say Vt)

among adjacent clusters such that the increase in Ri is maximized. It is better to increase

both Ri and Rt. However, Vi cannot know the increase in Rt before the give operation

because detail of intra-cluster route information of Rj is not available.

We compare three kinds of clustering methods: (1) BI-scratch where new clusters are

constructed from scratch when a new node is added, (2)BI-incremental merge where the
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Figure 5.9: Blocking probability for lightpath requests (21 nodes are added)

existing clusters and a new cluster (a new node) try to perform only the merge operation,

and (3) BI-give where the existing clusters and a new cluster try to perform both merge

and give operations.

Figure 5.9 shows the blocking probability when 21 nodes are added one by one to a

network with 100 nodes. BI-incremental and BI-give achieve almost the same blocking

probability as BI-scratch in spite that BI-incremental and BI-give performs much smaller

number of operations than BI-scratch.

Figure 5.10 shows the blocking probability when 44 nodes are added one by one. When

more nodes are added, BI-give shows lower blocking probability than BI-incremental.

This is because give operation increases the number of wavelengths available in clusters

and releases links with few fibers out of cluster.

However, BI-give does not achieve as low blocking probability as BI-scratch does

when 44 nodes are added. This means that the number of added nodes that give operation

can cope with is limited. When give operation is not effective, we need to reconstruct

clusters from scratch.

5.5 Conclusion

We proposed a distributed node-clustering method for hierarchical routing in wavelength-

routed networks. The method based on Blocking Island paradigm maximizes the number of

– 95 –



5.5 Conclusion

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1

 0.8  1  1.2  1.4  1.6  1.8  2  2.2

B
lo

ck
in

g 
pr

ob
ab

ili
ty

Arrival rate

BI-incremental
BI-give

BI-scratch

Figure 5.10: Blocking probability for lightpath requests (44 nodes are added)

lightpaths between nodes. Throughout our simulation, we found that the table size with our

BI with appropriate β ranged between 22% and 33% of that in a cluster-less network. The

effect of aggregating the route information increased as the number of nodes increased.

In terms of the blocking probability for lightpath requests in a network with 100 nodes,

we found that locating links with fewer fibers between clusters was important in addition

to increasing the number of lightpath in cluster for decreasing blocking probability. We

further evaluated a method to restructure clusters (give operation) when new nodes are

added to a network. We found that our give operation is effective until a certain number of

nodes are added.
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Conclusion

In this thesis, we have proposed methods for flexible and scalable wavelength-routed net-

works. Flexibility is indispensable in the real world where traffic patterns drastically

change. Scalability in terms of the number of nodes and wavelengths multiplexed is also

essential because the realization of inter-domain lightpath provisioning drives the increase

in the number of nodes and wavelengths multiplexed in wavelength-routed networks.

In Chapter 2, we have proposed a novel design method of WDM network that is flexible

against traffic changes. Through the simulation, we evaluated how cost-effectively we use

the network equipment by comparing the network that our proposed method designs with

those that the conventional methods design, both of which need almost the same OXC

cost. As a result, we have shown the network that our proposed method designs achieves

lower ratio of blocked lightpaths than the one obtained by the over-provisioning approach

does. We conclude that our proposed method designs a flexible WDM network in the

cost-effective way.

In Chapter 3, we have proposed e-MLDA (extended MLDA), a new heuristic algorithm

for the design of logical topologies to be overlaid on WDM networks. The resulting topol-

ogy is based on the actual levels of node-to-node traffic demand. We went on to propose

MALDA (Minimum number of fiber Amplifiers Logical topology Design Algorithm) for

which the objective function is to minimize the number of fiber amplifiers deployed in

the logical topology. Our algorithms are evaluated by comparing them with the conven-

tional method in terms of average delay, throughput, and number of optical fiber amplifiers

– 97 –



Chapter 6. Conclusion

deployed in the network. The results have shown that MALDA only needs about one-

fifth of the fiber amplifiers that e-MLDA does, while MALDA is able to accommodate

as much traffic as e-MLDA. Furthermore, when the processing capacity of IP routers is

high, MALDA can accommodate more traffic than e-MLDA does. Our results indicate

that MALDA is preferable in terms of designing a low-cost logical topology.

In Chapter 4, we investigated the deployment of wavelength converters in wavelength-

routed networks with overlay model. We showed that, in wavelength-routed networks

with overlay model, most wavelength converters are deployed on edge nodes for covering

the difference in the numbers of wavelengths multiplexed on access and core links by

simulation. We then proposed an ingress edge node architecture with fixed wavelength

converters to reduce the number of full wavelength converters and wavelength converter

cost on an ingress edge node. In simulation, our node architecture achieved an objective

blocking performance with lower wavelength converter cost than a node architecture that

only uses full wavelength converters. When the load on the output core link is in the

situation where networks are under operation and wavelength converter cost ratio is 3, our

node architecture offered about 21 % cost reduction compared with a node architecture that

only uses full wavelength converters. When load is lower, our node architecture offered

more than 46 % cost reduction. In addition, fixed wavelength conversion offers more cost

reduction as the wavelength converter cost ratio gets larger. Utilizing fixed converters leads

to cost reduction regardless of the difference in the numbers of wavelengths multiplexed

on access and core links.

We proposed a distributed node-clustering method for hierarchical routing in wavelength-

routed networks in Chapter 5. The method based on Blocking Island paradigm maximizes

the number of lightpaths between nodes. Throughout our simulation, we found that the

table size with our BI with appropriate β ranged between 22% and 33% of that in a cluster-

less network. The effect of aggregating the route information increased as the number of

nodes increased. In terms of the blocking probability for lightpath requests in a network

with 100 nodes, we found that locating links with fewer fibers between clusters was im-

portant in addition to increasing the number of lightpath in cluster for decreasing blocking

probability. We further evaluated a method to restructure clusters (give operation) when

new nodes are added to a network. We found that our give operation is effective until a
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certain number of nodes are added.

The flexibility against traffic change and the scalability for the increase in the number

of nodes, the number of wavelengths multiplexed are key metrics in design of wavelength-

routed networks. We believe the discussions in this thesis contribute to realize large-scale

and flexible wavelength-routed networks.
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