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Interest in the TCP overlay network, which controls the dat
transmission quality at the transport layer, has grown as the u
demand for sophisticated and diversified services in the Interr
has increased. In the TCP overlay network, TCP proxy is a fu
damental mechanism that transparently splits a TCP connect
between sender and receiver hosts into multiple TCP connt

tion at some nodes in the network and relays data packets fr <mmmp Split TCP connection
the sender host to the receiver host via the split TCP conne _ <= Regular TCP connection
tions. In the present paper, we investigate the performance of

the TCP proxy mechanism through experiments using the actual Figure 1: TCP overlay network

public network. The TCP proxy mechanism is shown to enhance
the data transfer throughput without any change in the TCP/IP

protocol stack of the endhost. In addition, we evaluate the peélr]-froxy cache servers in Contents Delivery Networks (CDNS)

fsct)lzrganc;:rt]e tﬁfeg'?ggecgrﬁtgﬁ, iet?e-{v(v:g ér?fh%rg%olf e? O'Q angzeg sl,? and media streaming in P2P (Peer-to-Peer) networks are typ-
Y proxy ical examples of the overlay networking approach. One disad-

. vantage of such methods is the need for complicated control
1 Introduction mechanisms specific to each application. In addition, parame-
The remarkable degree to which the Internet has grown is dgésetting is very sensitive to various network factors.

in part to access/backbone network technologies such as xDSMWe are now investigating TCP overlay network architecture

and optical fiber. In addition, user demand for diversified sd#], which controls data transmission quality at the transport

vices has increased due to the rapid growth of the Internet pofaiyer, meaning that the IP layer remains providing only min-
lation. Some of these applications require high-quality transpértum fundamental functions, such as routing and packet for-
services in terms of, for example, end-to-end throughput, packetrding. One of the important mechanisms of TCP overlay net-
loss ratio, and delay. However, data transmission quality acr@gsrks is to divide the end-to-end TCP connection into multiple
the current Internet cannot be assured, essentially because o$fhi¢ TCP connections and relay data packets from the sender
best-effort basis of the Internet. host to the receiver host via the split TCP connections (Figure

IntServ [1] and DiffServ [2] are possible solutions to thid). In the present paper, we refer to this splitting mechanism
problem that add control mechanisms at the network layer. st TCP Proxy. TCP Proxy is expected to enhance the end-to-
example, the DiffServ architecture is based on a simple modeEind data transfer throughput, mainly because the feedback-loop
which traffic entering a network is classified, and possibly cofif the TCP connection becomes short, meaning that the round
ditioned, at the boundaries of the network and is then assigriiél time and packet loss ratio of each split TCP connection is
to different behavior aggregates. However, implementation f&duced.

DiffServ architecture would require additional mechanisms to In some previous studies [4, 5], we confirmed the effect of

be deployed to all routers through which traffic-flows traverghe TCP proxy mechanism from simulation and mathematical

in order to achieve sufficient benefit from the introduction afnalysis results. We found that, with a TCP proxy mechanism,

IntServ/DiffServ into the network. Therefore, due to factorhe end-to-end throughput of data transmission is increased and

such as scalability and cost, we believe that these schemes hiedile transfer delay is shortened. In the present paper, we in-

almost no chance of being deployed on large-scale networksvestigate the performance of the TCP proxy mechanism by con-



|:Split connection Ay Spit connection B 1, Spit connection € ) instead of the sender host. TCP proxy is also expected to im-
- - prove data transfer performance, compared to regular TCP con-
\L = 1= w nections. Figure 2 depicts the mechanisms used in processin
) ] - Fig p p g
- and forwarding TCP packets via split TCP connections, where

Sender host TCP broxy A TCP proxy B Receiver host :
SYN there are two proxy nodes between the sender and receiver hosts
DATA1 Y SYN and three split TCP connections are used. One advantage of the
Buffering | svneack STTTACK TCP proxy mechanism is its transparent behavior. TCP connec-
SYNACK DATA1 tions traversing TCP proxy nodes are split automatically, and
ACK+DATAT e 3 ACK+DATA1 | Buffering . . .
ACK1 o——ACK+DATAT there is no need to modify the protocol stack of sender/receiver
DATA2+DATA3 ACK1 T hOStS
ACK1 .
ACK2+ACK3 oA
DATA2,3 + n H _
Buffering FEKo+ACKS [ " UACK2+ACK3 2.2 High-Speed TCP
59 o DATA2,3 In high-speed networks having bandwidths greater than 100
FIN+DATAN Bufering  § Mbps, obtaining sufficient throughput by TCP based on TCP
— LI DATAN FINSDATAN Reno is difficult, as pointed out in [6]. Therefore, a number of
ACKN — TCP modifications related to High-Speed TCP that are capable
FIN+ACK ACKN of achieving high throughput by modifying the congestion con-
FIN+ACK trol algorithm have been proposed in [6-9]. In the present paper,
) ) we evaluate the performance of High-Speed TCP (HSTCP) [6]
Figure 2: TCP proxy mechanism and its improvement variant, gentle High-Speed TCP (QHSTCP)

[7], on the TCP connection between TCP proxy nodes. The ex-

pected benefit of using HSTCP/gHSTCP between TCP proxy
ducting experiments using the public network. Furthermore, wedes is that the advantage of HSTCP/gHSTCP can be obtained,
also evaluate the performance of TCP variants for high-speehiile retaining the TCP/IP stack of the sender/receiver endhosts.

networks [6, 7] when used on a TCP connection between TCP )
proxy nodes. 2.2.1 High-Speed TCP (HSTCP)

The _remainder of th_e present paper is organi_zed as follf)ws.-l-0 overcome the problems inherent in TCP, HSTCP was pro-
In Section 2, we explain the TCP proxy mechanism and HigBaseq in [6]. The HSTCP algorithm employs the principle of
Speed TCP. In Section 3, we explain the environment and Sgiygitive Increase Multiplicative Decrease (AIMD), as in stan-
tings used in the experimental evaluation and present expeiiiq TCP, but HSTCP is more aggressive in its increases and
mental results for the characteristics of the actual public netwot e conservative in its decreases. HSTCP addresses this by
used in the present study. We evaluate the effect of TCP Pr%f¥ering the AIMD algorithm for the congestion window adjust-
and High-Speed TCP in Section 4. Section 5 summarizes i@t making it a function of the congestion window size rather
conclusions of the present study and discusses areas for fUlHI®, 5 constant. as is the case in standard TCP. Thatis. ithe
consideration. crease parameter becomes larger, and tdecreaseparameter
2 Research Backaround becomes smaller, as the congestion widow size increases (Figure

g 3). In this way, HSTCP can sustain a large congestion window
2.1 TCP proxy mechanism and fully utilize the high-speed long-delay network. HSTCP is
. . . ibed in detail in [6].
TCP proxy is a fundamental mechanism that splits a Tcd‘gscrl .
connection between the sender and receiver hosts into muIti-'_é?tV;ZViir'[?] nlgcr::b:;a?;Elrgbtll'?tranrselrzg\?g‘g]i?nzsss:rk():eFt)V\r/]:(\e/r? gt?j]n
ple TCP connection at some nodes in the network. TCP pr ' ' - o '
modes relay data packets from the sender host to the rece t‘igﬁg_?gg Zr?dng;Vg:rfgségiﬁél?grﬁ&%mIgﬁriat;scis'
host via the split TCP connections. TCP proxy also use ; ; :
local \,/AICK pacpkét' a TCP prox;/ node sendg bxgck a p:eu neck link, we do not attempt to provide the same throughput
ACK packet to the’upward sender/proxy when it receives a d t they are capable of achieving. However, in this case, high
roughput by HSTCP should not occur by excessively sacrific-

packet, without waiting to receive an ACK packet from th . )
downward receiver/proxy. TCP proxy is expected to improyB9 TCP Reno throughput, i.e., HSTCP should not pillage too
ny resources at the expense of TCP Reno.

the data transfer throughput of connections by shortening {he
RTT. Furthermore, a TCP proxy has send/receive socket buffer: .

for storing data packets, just like a regular TCP host. When 6152'2'2 Gentle High Speed TCP (gHSTCP)

data packet is lost between the TCP proxy and the receiver hostBased on HSTCP, gHSTCP, as proposed in [7], can achieve
the dropped packets can be retransmitted from the TCP prdoatter fairness with competing traditional TCP flows, while ex-
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Window Size

work, and the TCP connection between the sender and receiver
hosts is split into three TCP connections when the TCP proxy
ol mechanism is activated. We compare the data transfer through-
""" T Reno mode/HSTCP mode put using a single TCP connection between the sender and re-
ceiver hosts (Case 1), and that using the split TCP connections
by TCP proxy 1 and TCP proxy 2 (Case 2). In case 1, data is
HSTCRIZES transferred between Osaka B and Tokyo B. In Case 2, the TCP
connection between Osaka A and Tokyo A is split in three con-
nections (Osaka A - TCP proxy 1, TCP proxy 1 - TCP proxy 2,
TCP proxy 2 - Tokyo A), and data is relayed via the split TCP
Figure 4: Change of cwnd using gHSTCP connections with TCP proxy mechanism. Furthermore, we used
a network emulator at Tokyo network to emulate the long-delay
network between the sender and receiver hosts. We tested the
tending the advantage of high throughput provided by HSTCPsaka-Tokyo case with no delay emulated at the network emu-
The original HSTCP increases the congestion window sil&$or, and the Okinawa-Tokyo case with a 25-msec delay.
based solely on the current congestion window size. This mayin the experiment, we inject TCP traffic into the network
lead to bursty packet losses because the window size contising the measurement tool iperf [10] and measure the aver-
ues to increase rapidly even when packets begin to be queueagst throughput at the receiver host. Note that we define the
the router buffer. In addition, differences in speed gains amotigoughput as the amount of data arriving at the receiver host
the different TCP variants result in unfairness. To alleviate th¥er unit time. In addition, we measure the round-trip times
problem, gHSTCP changes the behavior of HSTCP for spe@®TTs) and congestion window size (cwnd) using the log of
increases so as to account for full or partial utilization of bottléproc/net/tcp in Linux system in order to analyze the de-
neck links. In addition, gHSTCP regulates the congestion avotdiled TCP behavior.
ance phase in two modes and switches between these modes the present paper, we show the experimental result for the
based on the trend of changing RTT. When an increasing tresa$e of using the hosts at Osaka (Osaka A, Osaka B) as the
in the observed RTT values occurs, gHSTCP adopts the congssider hosts and using the hosts at Tokyo (Tokyo A, Tokyo B) as
tion control algorithm of TCP Reno (Figure 4). This is expectatie receiver hosts, because the connection from Osaka to Tokyo
to reduce the rate of packet loss in the buffer of routers and ioould obtain higher throughput than the connection in the oppo-
prove fairness with TCP Reno. gHSTCP is described in detsite connection, indicating less background traffic.
in [7].

Gentle HighSpeed TCP
Link Bandwidth| e

Time

3.2 Investigation of Experimental Environment

3 Experimental Environment
. . First, we show a number of experimental results using regular
3.1 Experimental Network and Settings TCP traffic in order to investigate the characteristics of the ac-
We prepared the public Internet environment between Tokfueal public network used in the present study. In this experiment,
and Osaka, as depicted in Figure 5. we used multiple TCP connections simultaneously and checked
There are two TCP proxies in Tokyo network and Osaka néifie average throughput of two minutes data transmissions every
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Figure 6: Average throughput with normal TCP ~ Figure 7: Typical change of the RTT and the congestion
window size

five minutes in Jan. 21, 2005. Figure 6 shows the change in

the average throughput when the number of simultaneous Tt@ results for the performance of TCP proxy in the experimen-
connections is set to 1, 2, 5, 10, and 20. The figure shows ttaltnetwork similar to those reported in the simulation studies in
the upper-limit of the bottleneck link bandwidth in the experi4, 5, 7].

mental network can be estimated to be approximately 70 Mbps

because the throughput increases only slightly when the numbe#  Evaluation Results

of connections is more than S. In this section, we evaluate the effectiveness of TCP proxy

Figure 7 shows the changes of the round-trip times (RTT}chanism and High-Speed TCP based on extensive data trans-
and the congestion window size (cwnd) of the TCP connectigiccion experiments.

when only one TCP connection is utilized. From this figure, the
following observations can be made regarding the experimentaly 1  Effect of TCP proxy

network: ]
Figures 8 and 9 show the average throughput of data transfer

e The change of the cwnd is synchronized with that of thgith and without TCP proxies when the size of the TCP socket
RTT, meaning that the TCP connection itself causes thgffer at the sender and receiver hosts and the propagation delay
network congestion. between the hosts are varied. The average throughput is calcu-

e The minimum RTT is approximately 18 msec. lated from five two-minute data transmission experiments. Case

. . . iyis that for data transfer without TCP proxies: the TCP con-
» The buffer size at the bottleneck router is approximatefy,tion hetween sender and receiver hosts is set. Case 2 is that

12 msec (equivalent to approximately 100 KBytes Wheg, j4ta transfer with TCP proxies: three split TCP connections
the bandwidth is 70 Mbps), because the maximum RTT |Gy 1o TCP proxies are used, as shown in Figure 5. Note that
approximately 30 msec. the socket buffer size at the TCP proxies is set to be sufficiently
e The buffer at the bottleneck router is equipped with tHarge.
drop tail discipline because the RTT is stable when the From the results for the Osaka-Tokyo connection, shown
packet loss occurs. in Figure 8, when the TCP proxies are not used, sufficient
o In most cases of packet loss, only one packet is dropp ughput cannot be obtained with a small socket buffer at
because the cwnd is halved when packet loss occurs. the sender/receiver h°$‘s- Therefore, _the sogl_<et buffer must
be set to a large value in order to effectively utilize the bottle-
Note that these characteristics are equivalent to the typical neck link bandwidth because the socket buffer can not utilize the
sults of simulation using ns-2 [11]. This means that we can dink bandwidth with a 64-Kbyte socket buffer for the 150-Kbyte
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Figure 8: Average throughput without a TCP proxy Figure 9: Average throughput with a TCP proxy

bandwidth-delay product of the experimental network. In additich that the delay between the endhosts is divided equally.
tion, the results for the Okinawa-Tokyo case reveal that the link .
bandwidth cannot be used, even with the larger buffer, becausé-2  Effect of High-Speed TCP
TCP Reno cannot effectively utilize the large bandwidth-delay 14 solve the above-mentioned problem, the use of TCP vari-
product [6]. A TCP Reno connection increases its window Sig@ys for high-speed and long-delay networks is one possible so-
only one packet per RTT, and reduces its window size by hglfion. Figure 10 shows the results of data transfer experiments
when packets are lost. for the Okinawa-Tokyo case using HSTCP/gHSTCP for the con-
On the other hand, for the Osaka-Tokyo case, when the T@&ttion between TCP proxies. Based on this result, the through-
proxies are used (Figure 9), high throughput could be obtaingdit was found to be increased by using HSTCP. In addition, we
even with a small socket buffer. This is the case because fbend that a higher throughput could be obtained with gHSTCP,
data transmission throughput of the split TCP connection hghich uses the refined HSTCP algorithm proposed in [7]. This
tween TCP proxies is sufficiently large since the TCP proxigsbecause it takes less time to retransmit packets using gHSTCP
utilize the large socket buffer and since high data transmissieecause the number of dropped packets is decreased. However,
throughput between the sender/receiver host and the TCP praxy cannot obtain the maximum possible value of throughput
can be obtained with a small socket buffer as a result of the snfalbproximately 70 Mbps), even with gHSTCP because timeout
bandwidth-delay products. This is one of the advantages of @féen occurs with packet loss, since the propagation delay be-
TCP proxy mechanism, that is, it is not necessary to modify thgeen the sender and receiver hosts is large.
settings of the sender and receiver terminals in order to obtairFinally, we evaluate the fairness property for the case in
higher throughput. which both connections are used. Figure 11 shows the results for
On the other hand, based on the results obtained for the three protocols for TCP proxies for the Okinawa-Tokyo case.
Okinawa-Tokyo case, similar results can be obtained with thiée figure shows that, higher throughput can be obtained by us-
small and large socket buffers. However, compared to thg HSTCP between TCP proxies, by decreasing the throughput
throughput for the Tokyo-Osaka case, the throughput for théthe normal TCP data transmission. This is one of the short-
Okinawa-Tokyo case is lower, even with the TCP proxiespomings of HSTCP, that is, although HSTCP can obtain high
This is the case because the TCP proxies are located neardéia transmission throughput in high-speed networks, it ignores
sender/receiver and the propagation delay between the Ti@effect on the performance of co-existing connections.
proxies is approximately equal to that between the endhostsOn the other hand, when gHSTCP is used between the TCP
The effectiveness of a TCP proxy depends on its location. In [pfoxies, we can obtain higher throughput and the throughput of
the TCP proxy was reported to be most effective when locat€@P Reno is not decreased because gHSTCP controls its win-
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dow size depending on the condition of congestion in the net_References

work. That is, gHSTCP achieves high throughput while not affl]
fecting the performance of co-existing connections.
[2]

(3]

In the present paper, we investigate the performance of the
TCP proxy mechanism and HSTCP/gHSTCP through exper"—q
ments using the actual public network between Tokyo and Os-
aka. The results of these experiments revealed that higher
throughput can be obtained without changing the TCP proto-
col or the size of the socket buffer of the endhost. Whelp]
HSTCP/gHSTCP is used on the TCP connection between the
TCP proxy nodes, we showed that we can obtain high through-
put in the environment where TCP Reno cannot obtain enoudfl
throughput such as the long-delay network. However HSTCP
make co-existing connection’s throughput decrease, and g
STCP solves this problem.

In future studies, we would like to evaluate the TCP prox g
mechanism in a larger experimental network using more than
three networks and to set the parameters of gHSTCP. In addition,
we would like to evaluate the performance of the TCP proxyog]
mechanism in a high-speed network.
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