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Abstract

Recently, a wireless sensor network is expected to be one of social infrastructures to

create a safe and secure living environment. For this purpose, mechanisms to monitor

conditions of environment, detect an event, and report obtained information promptly

and reliably are required. Among sensing, decision, and transmission, in this thesis, we

focus on the first, which is often referred as a coverage problem, i.e., how to keep the target

region always monitored or watched by sensor nodes. We first propose three placement

algorithms of additional sensor nodes to satisfy the required degree of coverage. They

are coverage-based method, weighted coverage-based method, and void-based method.

The region is divided into small pixels and then those methods decide which pixels to

put additional nodes to have all pixels are monitored by the sufficient number of sensor

nodes by using a centralized algorithm. The coverage-based and weighted coverage-based

methods try to cover the maximum number of uncovered pixels by adding sensor nodes.

On the other hand, the void method aims at reducing the number of voids, areas which are

not covered enough. Through simulation experiments, we confirmed that the void-based

method requires the slightly smaller number of additional nodes to attain the coverage

degree of one. To cover a 50×50 m2 region by sensor nodes of 10 m sensing radius,

the required numbers are 24, 24, and 23 for the coverage, weighted-coverage, and void

methods, respectively. On the other hand, for the higher coverage degree, the weighted

coverage-based method outperforms the others by requiring only 36 sensor nodes against

41 for the coverage method and 80 for the void method. Next, we propose an energy-

efficient scheduling mechanism with which redundant sensor nodes move to a sleep mode

to save energy consumption, while keeping the required degree of coverage for the whole
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region. A sensor node follows a state transition, where a set of timers are used to determine

the duration of each state. We first verify that the energy-dependent timer setting can

balance the energy consumption among sensor nodes. However, we also find that timer

setting is not trivial. Then, to investigate the influence of timer setting on the lifetime in

a mathematical way, we model the state transition as a Markov chain. By using analytical

results, we can make an energy-efficient scheduling mechanism, with which a sensor node

appropriately sets timers depending on its local observation.

Keywords

Sensor Network
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Sleep Scheduling

State Transition

Markov Model
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1 Introduction

Recently, a lot of research activities have been devoted into the wireless sensor network

(WSN) field because of its various and attractive applications, including habitat monitor-

ing, environmental control, agriculture, factory/building/home automation and security,

disaster and crime prevention, and so on.

A sensor node is a small electronic device. It consists of one or more sensors for,

for example, temperature, humidity, infrared, accelerator, and ultrasonic, a simple radio

transceiver, and a processor of limited computational capability with a limited amount

of memory. It also has a battery of limited capacity on whose power supply it operates.

Through radio communication, sensor nodes deployed in the region to monitor organize

themselves as a WSN. Each sensor node begins to monitor its surroundings by equipped

sensors. For periodic monitoring applications, all or some of sensor nodes report their

obtained sensor information to a designated sensor node or a special purpose node, which

is called a base station or sink, at regular intervals. For an event-driven type of applica-

tions, a sensor node decides whether to take action or not depending on obtained sensor

information. For example, a sensor node detects a fire when the concentration of smoke

and the temperature in a room go beyond predetermined thresholds. Then it sends a noti-

fication to a base station through which the fire is reported to the observation center and,

at the same time, it would send a message to other nodes in the sensor network to activate

their fire alarm. Message transmission is done directly, i.e., single hop communication, or

indirectly, i.e., multihop communication, to the destination. Since the energy efficiency is

one of the major concerns in a WSN to prolong the lifetime and monitor the region as

long as possible, multihop communication is preferred by limiting the transmission power

of radio signals.

A WSN is responsible for sensing, decision, and transmission. A WSN has to ensure

that the whole region to monitor is covered by sensors. It means that all points in the

region must be within the sensing range of the sufficient number of active sensor nodes.

Therefore, the number of sensor nodes deployed in the region must be large enough to

achieve the degree of coverage required by an application. In addition, to save the battery

consumption, sensor nodes have a sleep mode and a sensor node goes to sleep by turning off
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unnecessary modules when it considers it is redundant. Therefore, an appropriate sleep

scheduling mechanism is required to keep the sufficient number of sensor nodes awake

for the coverage, while making as many sensor nodes as possible sleep. These issues are

called the coverage problem [1, 2]. Next, a WSN has to ensure that an event to report is

detected and reported. For this, a sensor node has to collect enough information to make

a correct decision. If sensors are unreliable for their sensing errors, a sensor node has

to collect the larger number or amount of sensor information and conjecture the current

status of environment. This issue is called the data fusion or data mining [3, 4]. Finally, a

WSN has to ensure that sensor information required for an application is transmitted to a

designated point, e.g., sink, in a WSN. A sensor node can send a message or information

to a neighboring sensor node, which is awake with an active receiver and in the range of

radio signals. At this time, the sensor node has a unidirectional link to the neighboring

sensor node. If the sensor node is also in the range of radio signals of the neighboring

sensor node, the link is bidirectional. For a message to reach the destination, there must

be a series of unidirectional links towards the destination or bidirectional links to the

destination. This is called the connectivity problem [5]. Among the three, we focus on

the coverage problem in this thesis.

In this thesis, we assume that an application of a WSN has the requirement on the

degree of coverage of the whole region depending on its purpose of monitoring the region.

The degree of coverage is specified by k-coverage, which is considered to be satisfied when

all points in the region are within the sensing range of more than k actively sensing sensor

nodes. The degree of coverage of a point in the region, i.e., the number of sensor nodes

which have the point in their sensing area, is called coverage value hereafter. Since sensor

nodes may be deployed in the region in a random and unplanned manner, there can be

areas which are fully uncovered or covered by less than k sensor nodes. Here in this thesis,

those areas with the insufficient degree of coverage are called sensing voids. In other words,

a sensing void is a region of points whose coverage values are less than the requirement

k. Even if an administrative person carefully makes a distribution plan to achieve k-

coverage with the optimal placement of the minimum number of sensor nodes, there is

possibility of sensing voids due to inexact localization and sensor’s sensitivity. Therefore,

in the first part of the thesis, we propose three placement methods to reach the desired
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k-coverage by adding the smallest number of sensor nodes at appropriate locations. They

are the coverage-based, weighted coverage-based, and void-based methods. To simplify

the problem, the region is first divided into rectangle or square pixels and coverage values

are considered for pixels. Then, in all methods, sensor nodes are added one by one at

appropriate pixels. With the coverage-based method, a sensor node is placed at a pixel

where the total of the increase in coverage values is the highest. The weighted coverage-

based method is similar to the coverage-based method, but it gives priority to pixels with

a smaller coverage value. Finally, the void-based method aims at reducing the number of

sensing voids.

To monitor the region as long as possible and prolong the lifetime of a WSN, there are

two major approaches for the energy efficiency. One is limiting the transmission power of

radio signals and the other is a sleep management, as stated above. From a viewpoint of

coverage, it is a good idea to deploy more sensor nodes than the minimum requirement

for k-coverage and then rotate a task of sensing among sensor nodes. Those sensor nodes

without a sensing task can turn off unnecessary modules and sleep, while keeping k-

coverage by actively sensing sensor nodes. In the second part of the thesis, we consider

a sleep scheduling mechanism. We assume that a WSN is of K-coverage when all sensor

nodes are awake and sensing and application’s requirement is k-coverage where k < K.

There have been many research works on sleep scheduling [6-11]. For example, in [6], they

propose a sleep scheduling mechanism to satisfy the degree of coverage, which is different

among areas. In their mechanism, all sensor node operate on the same control interval of

T . Sensor node i becomes active and monitor its surroundings during Tfront +Tend around

randomly determined timing of Refi in T . By exchanging information about Refi among

neighboring sensor nodes, they can appropriately set Refi with which they can go to

sleep alternatively while keeping the coverage. In [7], they propose a probabilistic scheme,

called FCS (Fractional Coverage Scheme), where a sensor node does not need location

information and decides whether to be active or not depending on the node density and the

amount of residual energy. In [12], they propose a mechanism where a sensor node moves

among on-duty, ready-to-off, off-duty, and ready-to-on states depending on the eligibility

and timers. They propose the eligibility rule to determine whether a sensor node can sleep

(eligible) or has to be active (ineligible). CCP (Coverage Configuration Protocol) [13, 14]
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is also a state-based mechanism, which consists of SLEEP, LISTEN, JOIN, ACTIVE, and

WITHDRAW states. They propose Ks-coverage eligibility algorithm to decide whether

to sleep (ineligible) or be active (eligible). In this thesis, we also consider a state-based

mechanism, specifically, using the state transition diagram of CCP. However, to have

more energy-efficient control, we take into account the amount of residual energy of sensor

nodes in setting timers, which determines how long a sensor node stays in a state. For

example, by making a sensor node with much residual energy awake longer than other poor

sensor nodes, we can balance the energy consumption among sensor nodes and prolong

the lifetime of a WSN. In addition, through analysis on a Markov chain model of the state

transition of a sensor node, we investigate the relationship among the density of sensor

nodes, timer setting, and the lifetime of a WSN.

The rest of the thesis is organized as follows. First in section 2, we propose three

placement methods to satisfy the required k-coverage with the small number of additional

sensor nodes. Then, we evaluate their performance through simulation experiments. Next

in section 3, we propose a sleep scheduling mechanism where the amount of residual

energy is taken into account in setting timer values. By comparing to CCP, we verify

the effectiveness of our energy-dependent timer setting. Furthermore, we model the state

transition as a Markov chain and show how to derive the steady state probability and the

expected lifetime of a WSN. Finally, in section 4, we conclude this thesis and explain some

future works.
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2 Placement Methods of Additional Sensor Nodes to Satisfy

k-Coverage

In this section, we propose three placement methods which determine the number and

location of additional sensor nodes to achieve the required k-coverage. Our methods take

different approaches to make the number of additional nodes as small as possible.

The assumptions for the initial condition are the same among methods. N sensor

nodes are randomly distributed in the region of the size of Rx ×Ry m2. The geographical

position of sensor node i, denoted as (xi, yi) can be obtained by a positioning device such

as GPS (Global Positioning System) or other localization protocols [15]. The range of

communication is R and the range of sensing is r. They are identical among all sensor

nodes. By assuming that 2r ≤ R holds for all nodes, satisfying the coverage guarantees

the connectivity [13, 16, 17].

Placement methods adopt centralized algorithms. First, sensor nodes deployed into

the region are all active to build a WSN. Next, they identify their positions and send

position information to the server via a base station or a designated gateway node. In-

formation transmission is done by some appropriate routing or data gathering protocol.

Our methods does not depend on any specific communication protocol. Then, using col-

lected information, the server evaluates the current coverage of the region and determines

position of additional sensor nodes to obtain the target k-coverage.

2.1 Coverage on Sensor Network

A server first evaluates the degree of coverage of the region. The region of the size of

Rx × Ry m2 is first divided into n × m rectangle or square pixels as shown in Fig. 1, in

which each square corresponds to a pixel. Consequently, the width of a pixel is ∆x = Rx/n

and the height of a pixel is ∆y = Ry/m. The coordinates of the center of a pixel at the

column i and the row j (0 ≤ i ≤ n− 1, 0 ≤ j ≤ m− 1), called pixel pi,j , can be derived as

((i + 1/2)∆x, (j + 1/2)∆y) when the left bottom of the region is consider as the column

0 and the row 0. When N nodes are initially deployed in the region, we can evaluate the

coverage value ci,j of pixel pi,j by using Algorithm 1 with the knowledge of position of

sensor nodes. We should note here that the coverage value of pixel pi,j is equal to the
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Figure 1: Region divided into pixels
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Figure 2: Coverage values

number of sensor nodes whose sensing area covers the center of the pixel. An example of

coverage values is illustrated in Fig. 2, where each dot corresponds to a sensor node and

an open circle centered at the dot indicates the sensing range of the node. The degree of

coverage of the region is then given as min0≤i≤n−1,0≤j≤m−1 ci,j .

2.2 Placement Methods

Now we describe our placement methods. First, we introduce the coverage-based method

which puts an additional sensor node at such a pixel that the total of increase of coverage
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Algorithm 1 Deriviation of coverage values
1: for (i = 0; i ≤ n − 1; i + +) do

2: for (j = 0; j ≤ m − 1; j + +) do

3: ci,j = 0;

4: end for

5: end for

6: for (s = 1; s ≤ N ; s + +) do

7: for (i = floor((xs − r)/∆x); i <= ceil((xs + r)/∆x); i + +) do

8: for (j = floor((ys − r)/∆y); j <= ceil((ys + r)/∆y); j + +) do

9: if (((i + 1/2) × ∆x − sx)2 + ((j + 1/2) × ∆y − sy)2 <= r2) then

10: ci,j + +;

11: end if

12: end for

13: end for

14: end for

values becomes the highest among all possible pixels. Next, we describe the weighted

coverage-based method in which a pixel of a smaller coverage value is covered before

a pixel of a larger coverage value. Finally, the void-based method is proposed, which

effectively reduces the number of sensing voids. In all methods, an additional node is

placed at the center of a pixel.

2.2.1 Coverage-based Method

The gain G
(c)
i,j of coverage value by putting one sensor node at a certain pixel pi,j can be

derived as,

G
(c)
i,j =

k−1∑
c=0

nc→c+1, (1)

where nc→c+1 corresponds to the number of pixels whose coverage value is increased from

c to c + 1 by being covered by the additional node. When we denote the number of pixels

exist in the sensing area of a sensor node as n, n =
∑∞

c=0 nc→c+1 holds. The coverage-

based method puts additional sensor nodes one by one at such a pixel pi,j that leads to

the maximum gain, i.e., G
(c)
i,j = max0≤k≤n−1,0≤l≤m−1 G

(c)
k,l .
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2.2.2 Weighted Coverage-based Method

From a viewpoint of coverage, i.e., a demand for monitoring the region, uncovered pixels

or pixels with a relatively small coverage value should be considered more important than,

for example, pixels of coverage value of k − 1. Therefore, the weighted coverage-based

method introduces weight vector w = (w0, w1, . . . , wk) in calculating the gain G
(w)
i,j as,

G
(w)
i,j =

k−1∑
c=0

wcnc→c+1. (2)

For example, weight vector w can be defined as,

wi =
1

i + 1
. (3)

With weight vector w = (1, 1, 1, . . . , 1), the weighted coverage-based method becomes

equivallent to the coverage-based method.

2.2.3 Void-based Method

Due to the random deployment, there are sensing voids, i.e., sets of neighboring pixels

whose coverage value is less than k. An example of sensing voids is illustrated in Fig. 3

as shaded pixels. The void-based method is different to the others in directly considering

sensing voids. An additional sensor node is placed at a pixel so that the number of sensing

voids decreases the most.

Algorithm 2 shows the pseudo code to identify sensing voids. The void-based method

examines all pixels to find the pixel which leads to the highest gain. The gain G
(v)
i,j of

putting an additional node at pixel pi,j is derived as,

G
(v)
i,j = G

(w)
i,j + nDi,j , (4)

where n corresponds to the number of pixels in the sensing area of a sensor node and

Di,j is the difference between the number of sensing voids before and after putting an

additional sensor node at pixel pi,j . This definition of gain implies that if the number of

sensing voids cannot be decreased by putting an additional sensor node at any pixels, or,

decrease in the number of sensing voids is the same among two or more pixels, one pixel

is chosen based on the weighted gain G
(w)
i,j .
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Algorithm 2 Finding sensing voids
1: for (i = 0; i ≤ n − 1; i + +) do

2: for (j = 0; j ≤ m − 1; j + +) do

3: ci,j .check = 0;

4: ci,j .value = 0;

5: end for

6: end for

7: void find area (int i, int j, int c)

8: if (ci,j .check ̸= 0 or ci,j .value ̸= 0) then

9: return

10: end if

11: ci,j .check = 1

12: if (i ≥ 1) then

13: find area(i − 1, j, c)

14: end if

15: if (i < n − 1) then

16: find area(i + 1, j, c)

17: end if

18: if (j ≤ 1) then

19: find area(i, j − 1, c)

20: end if

21: if (j < m − 1) then

22: find area(i, j + 1, c)

23: end if

15



Figure 3: Sensing voids

2.3 Simulation Experiments

In this subsection, we compare three placement methods through simulation experiments.

The region is of 50 × 50 m2 and divided into 50 × 50 pixels of 1 × 1 m2. Initially, 10

sensor nodes are randomly deployed in the region. The sensing range r is set at 10 m

and identical among all sensor nodes. The required coverage k is set at 1, 2, 3, 4, or 5.

To compare the effectiveness of placement, we consider the minimum coverage, coverage

degree, and coverage ratio. The minimum coverage is the smallest coverage value among

all pixels. This shows how fast sensing voids are covered. The coverage degree is the

averaged coverage value, but coverage values exceeding k are regarded as k. Therefore,

the coverage degree indicates how well the region is covered. Finally, the coverage ratio is

the ratio of pixels whose coverage value is k or more to all 50 × 50 pixels. The coverage

ratio shows how fast the required coverage k is satisfied. In the following figures, averaged

values over 100 simulation experiments are shown.

Figures 4, 5, and 6 show results of the minimum coverage, coverage degree, and cover-

age ratio against the number of additional nodes, respectively, when the required coverage

k is one. We should note here that for k = 1 the coverage degree and the coverage ra-

tio are equivalent. In addition, the coverage-based and weighted coverage-based methods

provide the same performance for k = 1. As shown in Fig. 4, the void-based method

outperforms the others in covering uncovered pixels. This is contradicting intuitive expec-

tation that the coverage-based and weighted coverage-based methods are better than the
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void-based for their greedy placement. Figure 7 explains the reason. The coverage-based

and weighted coverage-based methods choose pixels for additional sensor nodes so that

the number of newly covered pixels is the maximum. Consequently, there is possibility

that an added sensor node fragments a sensing void into small pieces of sensing voids.

Then, to cover those small sensing voids, redundant sensor nodes are required and the

speed that all uncovered pixels are covered becomes slow. On the other hand, the speed

of increase of the coverage degree and coverage ratio is faster for the coverage-based and

weighted coverage-based methods than the void method as shown in Figs. 5 and 6. The

void method first places additional sensor nodes at small sensing void to reduce the num-

ber of sensing voids effectively. As a result, the increase of the coverage degree and ratio

is small. However, the average of required number of additional nodes for k = 1 is 13 with

the void-based method and it is slightly smaller than the required number 14 for the other

coverage-oriented methods. Depending on the initial condition of the region, including the

size of the region, the number of initial sensor nodes, and the sensing range, the difference

becomes larger.

Next, Figs. 8 through 10 show results of the case of k = 2. On average of 100 ex-

periments, the required number of additional sensor nodes to satisfy 2-coverage is 31, 26,

and 70 for the coverage-based, weighted coverage-based, and void-based methods, respec-

tively. On the contrary to the results for k = 1, the void-based method requires the most

additional sensor nodes among three methods. It is because that the void-based method

considers regions of coverage values less than k are sensing voids equally, independently of

their coverage values. Therefore, it keeps trying covering small sensing voids by putting

many sensor nodes. One possible solution to this is to introduce a weight vector in deriv-

ing the number of sensing voids to make much of sensing void of small coverage values.

We can also see that the weighted coverage-based method requires the smallest number

of additional sensor nodes among three for the weighted gain G
(w)
i,j in Eq. (2). In Figs. 11

through 19, results are shown for the cases of k = 3, 4, and 5 and Fig. 20 summarizes

results of the required number of additional nodes against the required coverage k. For

a comparison purpose, we also show results of the hexagonal method. In the hexagonal

method, positions for additional nodes are predetermined and fixed as shown in Fig. 21

assuming the regular placement. Due to the regularity, the hexagonal method requires the
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coverage (k=1, initial nodes=10)
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Figure 5: Additional nodes vs. coverage de-

gree (k=1, initial nodes=10)
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tio (k=1, initial nodes=10)

18



Coverage-based 
Weighted Coverage-based

Void-based

Sensing Void

Figure 7: Coverage-based, weighted coverage-based, and void-based Methods

19



most additional nodes. The number of required additional nodes with the coverage-based

and weighted coverage-based methods increases in proportional to the require coverage k.

Finally, results for the case where 50 sensor nodes are randomly deployed at first are

shown in Figs. 22 through 34. Due to the higher density of sensor nodes, an initial WSN

satisfies 1-coverage, where the minimum coverage value is 1 among all pixels. Instead of

the initial density, methods show similar results to the cases of 10 initial nodes.
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Figure 8: Addtional nodes vs. minimum

coverage (k=2, initial nodes=10)
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Figure 9: Additional nodes vs. coverage de-

gree (k=2, initial nodes=10)
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Figure 11: Addtional nodes vs. minimum

coverage (k=3, initial nodes=10)
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Figure 12: Additional nodes vs. coverage

degree (k=3, initial nodes=10)
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Figure 13: Additional nodes vs. coverage

ratio (k=3, initial nodes=10)
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Figure 14: Addtional nodes vs. minimum

coverage (k=4, initial nodes=10)
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Figure 15: Additional nodes vs. coverage

degree (k=4, initial nodes=10)
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Figure 16: Additional nodes vs. coverage

ratio (k=4, initial nodes=10)
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Figure 17: Addtional nodes vs. minimum

coverage (k=5, initial nodes=10)
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Figure 18: Additional nodes vs. coverage

degree (k=5, initial nodes=10)
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Figure 19: Additional nodes vs. coverage

ratio (k=5, initial nodes=10)
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Figure 20: Required k-coverage vs. addtional nodes (initial nodes=10)

Figure 21: Hexagonal placement
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Figure 22: Addtional nodes vs. minimum

coverage (k=2, initial nodes=50)
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Figure 23: Additional nodes vs. coverage

degree (k=2, initial nodes=50)
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Figure 24: Additional nodes vs. coverage

ratio (k=2, initial nodes=50)
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Figure 25: Addtional nodes vs. minimum

coverage (k=3, initial nodes=50)
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Figure 26: Additional nodes vs. coverage

degree (k=3, initial nodes=50)
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Figure 27: Additional nodes vs. coverage

ratio (k=3, initial nodes=50)
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Figure 28: Addtional nodes vs. minimum

coverage (k=4, initial nodes=50)
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Figure 29: Additional nodes vs. coverage

degree (k=4, initial nodes=50)
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Figure 30: Additional nodes vs. coverage

ratio (k=4, initial nodes=50)
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Figure 31: Addtional nodes vs. minimum

coverage (k=5, initial nodes=50)
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Figure 32: Additional nodes vs. coverage

degree (k=5, initial nodes=50)
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Figure 33: Additional nodes vs. coverage

ratio (k=5, initial nodes=50)
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Figure 34: Required k-coverage vs. addtional nodes (initial nodes=50)
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3 Energy-Efficient Sleep Scheduling Mechanism

In this section, we consider an energy-efficient sleep scheduling mechanism to prolong the

lifetime of a WSN where the sufficient degree of coverage has already been satisfied by a

placement method proposed in section 2.

A WSN has N sensor nodes and has K-coverage (K ≥ 2). Application requires k-

coverage, where 1 ≥ k < K holds. Sensor node i (1 ≤ i ≤ N) is located at the geographic

coordinate of (xi, yi). The range of communication is R, and range of sensing is r. We

assume that the initial energy of a battery can be different among sensor nodes. We

denote the initial energy of sensor node i as ei(0). When we consider a WSN deployed in a

building, it is reasonable to assume the existence of power-supplied node, i.e., ei(0) = ∞.

A sleep scheduling mechanism should take into account the heterogeneity of the capacity

of battery and efficiently make use of sensor nodes with sufficient residual energy or power

supply. Sensing range r and communication range R are fixed and identical for all sensor

nodes and 2r ≤ R is assumed.

3.1 State transition of sensor node

A sensor node follows the state transition diagram illustrated in Fig. 35 [13, 14], depending

on timers and its eligibility. Being eligible or “Eligibility=TRUE” means that a sensor

node must be active and monitor around to satisfy the required k-coverage. On the

other hand, ineligible sensor nodes can turn off unnecessary modules to avoid wasting the

battery. The behavior of a sensor node in each state is given below. In all states except

for the SLEEP state, a sensor node maintains a neighbor list. Every time it receives a

message, the neighbor list is updated before checking the eligibility. A sender of a HELLO

or JOIN message is added to the list and that of a WITHDRAW message is removed from

the list. An entry of the list consists of an identifier, the coordinates, and the sensing

range of a message sender.

• SLEEP: In entering the SLEEP state at time t, sensor node i clears the neighbor

list and sets the sleep timer Ts(i, t). In the SLEEP state, sensor node i turns off

all modules except for the timer and saves the power consumption. When the timer

expires at t + Ts(i, t), sensor node i wakes up, turns on the transceiver, starts the
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Figure 35: State transition diagram

listen timer, and moves to the LISTEN state.

• LISTEN: Entering the LISTEN state at time t, sensor node i sets the listen timer

Tl(i, t). In the LISTEN state, sensor node i waits for messages from neighboring

sensor nodes. On receiving any of HELLO, WITHDRAW, or JOIN messages, it

evaluates its eligibility. If it is eligible, i.e., required to be active, it cancels the listen

timer, starts the join timer, and moves to the JOIN state immediately. When the

listen timer expires at t + Tl(i, t) without receiving any message, it considers that

there is no sensor node in its vicinity. Then, it moves to the JOIN state while setting

the join timer. Otherwise, on expiration of the listen timer, sensor node i moves back

to the SLEEP state by setting the sleep timer.

• JOIN: Entering the JOIN state at time t, sensor node i sets the join timer Tj(i, t).

The JOIN state is an intermediate state to confirm its eligibility. On receiving a

HELLO or JOIN message, it evaluates its eligibility. If it becomes ineligible before

the join timer expires, it immediately cancels the join timer, starts the sleep timer,

and moves to the SLEEP state. Otherwise, if the join timer expires at t + Tj(i, t)

and sensor node i is still eligible, it broadcasts a JOIN message to advertise that it

is going to be active, and moves to the ACTIVE state.

• ACTIVE: Entering the ACTIVE state, sensor node i activates sensors to monitor

its surroundings. In the ACTIVE state, a sensor node i takes appropriate actions,

including sensing, transmission of sensor information or a message, evaluation of
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sensor information, and activation of modules, e.g., fire alarm, depending on appli-

cation’s requirements. In addition, sensor node i broadcasts HELLO messages at

regular intervals of Thello. The interval is short enough for neighboring sensor nodes

in the LISTEN, JOIN, or WITHDRAW state to receive at least one HELLO message

and recognize the existence of the sender. On receiving a HELLO or JOIN message

from a neighboring sensor node, a sensor node evaluates its eligibility. If it considers

itself as redundant, i.e., ineligible, it starts the withdraw timer and moves to the

WITHDRAW state. Otherwise, if it is eligible, it stays in the ACTIVE state.

• WITHDRAW: Entering the WITHDRAW state at time t, sensor node i sets the

withdraw timer Tw(i, t). The WITHDRAW state is an intermediate state to confirm

its ineligibility. When sensor node i receives a WITHDRAW message from a neigh-

boring sensor node, it evaluates its eligibility. If it is no more ineligible, it cancels

the withdraw timer and moves back to the ACTIVE state immediately. Otherwise,

when the withdraw timer expires at t+Tw(i, t) and sensor node i is still ineligible, it

starts the sleep timer, broadcasts a WITHDRAW message to advertise its intention

to sleep, and moves to the SLEEP state by turning off unnecessary modules.

In all states except for the SLEEP state, a sensor node evaluates its eligibility on

receiving a message from a neighboring node in the range of radio signals. There is a

variety of ways of evaluating the eligibility. The Ks-coverage eligibility algorithm proposed

in [13, 14] takes a geometrical approach, where the degree of coverage of only intersection

points of sensing ranges of neighboring sensor nodes are considered. If all of intersection

points are in the sensing range of the sufficient number of active sensor nodes, a sensor

node is considered ineligible. We also adopt the Ks-coverage eligibility algorithm.

3.2 Energy-dependent Timer Setting

The amount of energy consumed is different among states. Table 1 summarizes states

of sensor, transmitter, and receiver modules in each state. eRX and eTX correspond to

the amount of energy consumed in receiving and transmitting a message, respectively.

eTX includes the energy spent in the transmitter circuits. kRX and kTX correspond to

the number of messages received and transmitted in the state. eLISTENING is for the
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sensor transmitter receiver consumption

ACTIVE on on on eRXkRX + eTXkTX + eSENSINGdACTIV E

WITHDRAW on off on eRXkRX + eTX + eSENSINGdWITHDRAW

JOIN off off on eRXkRX + eTX + eLISTENINGdJOIN

LISTEN off off on eRXkRX + eLISTENINGdLISTEN

SLEEP off off off eSLEEP dSLEEP

Table 1: State of modules in each state

amount of energy consumed in listening the wireless channel per time unit. eSENSING is

for the amount of energy consumed in sensing and listening the wireless channel per time

unit. We assume that a sensor node in the SLEEP state also consumes low level energy

of eSLEEP per time unit. dstatename is the duration of time that a sensor node stays in

the state. eTX in the WITHDRAW and JOIN states are for a WITHDRAW and JOIN

message, respectively.

Although the amount of energy consumed by modules fully depends on devices and

it is considerablly different among them [18], it is apparently true that the SLEEP state

consumes much less energy than the other states.

To prolong the lifetime of a WSN and monitor the region as long as possible with

limited battery power supply, it is necessary to set timers in accordance with the amount of

residual energy. For example, by keeping a sensor node with more residual energy active,

low-power sensor nodes having overlapping sensing area can save battery consumption

by being ineligible and sleeping. Therefore, in this thesis, we propose energy-dependent

timer setting. For this purpose, we assume that a sensor node knows the amount of

residual energy of its battery and HELLO, WITHDRAW, and JOIN messages contain the

information about the residual energy of a sender at the timing of message emission. At

time t, on moving from one state to another, sensor node i sets its timer depending on

energy information in all messages received while it is awake, i.e., in the LISTEN, JOIN,

ACTIVE, and WITHDRAW states. The maximum among all residual energy is denoted

as emax(t) and derived as,

emax(t) = max
j∈S

ej(tj), (5)
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where S is a set of sensor nodes from which sensor node i has received messages while it

is awake, tj < t corresponds to the time that the latest message from sensor node j was

issued, and ej(t) is for the amount of residual energy of sensor node j at time t.

The sleep timer Ts(i, t) is set in inverse proportional to the relative amount of residual

energy, so that a sensor node with the large amount of residual energy wakes up earlier

than the others. Ts(i, t) is given as,

Ts(i, t) =
Ts(0)

ei(t)/emax(t)
, (6)

where Ts(0) is the initial setting of the sleep timer.

Next, the withdraw timer Tw(i, t) is set in proportional to the relative amount of

residual energy. By keeping a sensor node with the large amount of residual energy stay in

the WITHDRAW state longer, the sensor node has more chances to receive WITHDRAW

messages from others and thus it is more likely to become eligible again. Tw(i, t) is given

as,

Tw(i, t) = ei(t)/emax(t) × Tw(0), (7)

where Tw(0) is the initial setting of the withdraw timer.

Then, the join timer Tj(i, t) is set in inverse proportional to the relative amount of

residual energy. By making the join timer expire faster for a sensor node with the large

amount of residual energy, it suppresses activation of sensor nodes with less residual energy.

Therefore,

Tj(i, t) =
Tj(0)

ei(t)/emax(t)
, (8)

where Tj(0) is the initial setting of the join timer.

Finally, the listen timer Tl(i, t) is set independently of the residual energy. The duration

of the LISTEN state should be long enough to receive messages of neighboring nodes.

Among messages, HELLO messages are the most important for sensor node i to evaluate

its eligibility, since HELLO messages imply that there are actively sensing nodes in the

vicinity and it would make the sensor node ineligible. Consequently, Tl(i, t) is given as,

Tl(i, t) = Tl(0) = a × Thello, (9)

where Tj(0) is the initial setting of the listen timer and a is a constant and greater than

1 (a ≥ 1).
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Figure 36: Method of obtaining average values over different simulation runs

3.3 Preliminary Simulation Experiments

In this subsection, we conduct preliminary simulation experiments to verify the effective-

ness of energy-dependent timer setting. The region is of 50 × 50 m2 and divided into

50 × 50 pixels of 1 × 1 m2. Initially, sensor nodes are deployed in the region to satisfy

5-coverage, whose distribution is obtained by the weighted coverage-based method. The

sensing range r is set at 12 m and identical among sensor nodes. The transmission range

R is set at 24 m and identical among sensor nodes. The required coverage k is set at 3.

We evaluate the coverage degree and coverage ratio against time. In addition, the average

and standard deviation of the amount of residual energy are also considered.

We first focus on the effect of energy-dependent setting of the sleep timer Ts(i, t),

which is defined by Eq.(6). The initial values of timers are, Ts(0) = 10, Tw(0) = 10,

Tj(0) = 5, Tl(0) = 2Thello, and Thello = 2. We assume that all sensor nodes are in the

ACTIVE state at the beginning of a simulation run, but we introduced a random wait

following the exponential distribution of average 2 before emission of the first HELLO

message to avoid synchronized behavior. The initial amount of residual energy is set at

10000 energy units for all sensor nodes. For the energy consumption model, eRX = 7,

eTX = 8, eSENSING = 10, eLISTENING = 5, and eSLEEP = 0.01. In the following figures,

the averaged value over two simulation experiments are shown.

In order to compare the resulting performance metrics obtained by simulation, we must

at this point describe the methodology of averaging results. The traces from simulation

are simply taken at the occurrence of each event, e.g., reception of a message. However,
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when more than one simulation run is considered it is not easily possible to obtain average

values since the events occur at different time instants in each simulation. We, therefore,

must preprocess the data to obtain the statistical quantities we wish to examine.

Let us assume that simulation run 1 has the event instants at ti, i = 1, . . . ,M and

simulation run 2 at t′j , j = 1, . . . ,M ′. We now discretize the time axis into units of a

certain window size τ . Since several events may fall into a τ window, depending on its

size, we average over all values vi at ti, kτ ≤ ti < (k + 1)τ . Resulting from this, we have

v̄k and v̄′k, k = 1, . . . , min(⌈ tM
τ ⌉, ⌈ t′

M′
τ ⌉) which can now be related to each other over the

same time interval which they both represent. When we have several runs available, we

can find the mean values over all runs by using this method and obtain a “smooth” curve

as shown in Fig. 36, where the thick green curve shows the smoothed average.

In Figs. 37, 38, 39, results are shown for the proposal and CCP. As shown in the figures,

the energy-dependent sleep timer setting does not necessarily lead to the longer lifetime of

a WSN. The reason of sharp decrease of the coverage degree and coverage ratio observed

for the proposal is that sensor nodes are likely to deplete their battery at the same time

due to the balanced energy consumption verified in Fig. 39. We also conducted several

experiments by changing simulation setting including timers and sensing range. We found

that the performance heavily depended on setting of initial timers for the node density. In

addition, the energy-dependent timer setting proposed in subsection 3.2 is not necessarily

optimal for its simplicity. Therefore, in the next subsection, we build a mathematical

model to analysis the relationship among timer setting, the node density, and the lifetime.

3.4 Analysis of Energy-dependent Timer Setting

Although the energy-dependent setting of timers can balance the residual energy among

sensor nodes as shown in section 3.3, appropriate setting of timers depends not only on

the amount of residual energy, but also on the density of sensor nodes and it is very hard

to determine. In this subsection, we analytically investigate the relationship among timer

setting, the density, and the resultant lifetime of a WSN by regarding the state transition

as a Markov chain [9, 19].

We first divide the state transition diagram of Fig. 35 into two state transition diagrams

depending on the eligibility. An eligible sensor node follows the state transition illustrated
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Figure 41: State transition diagram (ineligible)

in Fig. 40 and an ineligible sensor node follows the transition in Fig. 41. Then, by assuming

the exponential distribution of timers and identical nodes, we translate the diagrams into

the Markov transition probability matrices M in Eq. 10 and M̄ in Eq. 11. In the matrices,

L, J , A, W , and S stand for the LISTEN, JOIN, ACTIVE, WITHDRAW, and SLEEP

states, respectively.

M =

L J A W S

L 0 1 0 0 0

J 0 1 − 1
Tj

1
Tj

0 0

A 0 0 1 0 0

W 0 0 1 0 0

S 1
Ts

0 0 0 1 − 1
Ts

(10)
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M̄ =

L J A W S

L 1 − 1
Tl

0 0 0 1
Tl

J 0 0 0 0 1

A 0 0 0 1 0

W 0 0 0 1 − 1
Tw

1
Tw

S 1
Ts

0 0 0 1 − 1
Ts

(11)

When the state probability of a sensor node at time t is denoted as p(t), the state

probability at time t + 1 is given by,

p(t + 1) = p(t)[PEM + PIM̄], (12)

where p(t) = [pL(t), pJ(t), pA(t), pW (t), pS(t)]. pL(t), pJ(t), pA(t), pW (t), and pS(t) are

the state probability of the LISTEN, JOIN, ACTIVE, WITHDRAW, and SLEEP states,

respectively. PE and PI are probability that a sensor node is eligible and ineligible, respec-

tively, and PE +PI = 1 holds. Then, the steady state probability ps = [pL, pJ , pA, pW , pS ]

can be derived by solving the following equations.

ps = ps[PEM + PIM̄] (13)

1 = ps · 1 (14)

Now consider PI . PI is the probability that the sensing area of a sensor node is fully

covered by the sensing area of more than k sensor nodes in the ACTIVE state. It can

further be interpreted as the probability that “for each of points in the sensing area of a

sensor node, there are k and more sensor nodes in the ACTIVE state in a circle of radius

r centered at the point”. When N nodes are randomly deployed in the region of size S,

the node density D is N/S and the average number of sensor nodes in the sensing area

of radius r is Dπr2. Therefore, the probability p(n) that there are n nodes in a circle of

radius r can be derived as,

p(n) =
(Dπr2)n

n!
exp (−Dπr2). (15)

From this, the probability q(k) that there are k or more nodes in a circle of radius r

centered at a certain point can be derived as,

q(k) =
N−1∑
n=k

p(n)
n∑

i=k

pA
i(1 − pA)n−i, (16)
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where pA is the probability that a sensor node is in the ACTIVE state.

The lifetime of a WSN of sensor nodes with the identical battery capacity can be

derived as follows. First, for the initial amount of residual energy E(0), timers have the

initial value from Eqs.(6) through (9), where Ts(i, 0) = Ts(0), Tw(i, 0) = Tw(0), Tj(i, 0) =

Tj(0), and Tl(i, 0) = aThello. From this, the Markov probability transition matrices M and

M̄ are derived. Then, PE and PI are obtained from an arbitrary steady state probability

ps(0). By solving Eqs.(14), we can derive the steady state probability ps(1), where 1

stands for the number of iteration. From ps(1), PE and PI are calculated again. And

then, Eqs.(14) gives next steady state probability ps(2). By repeating this until ps(n)

converges, where |ps(n − 1) − ps(n)| < ϵ, we can finally have the steady state probability

at time 0. Assuming that the amount of energy consumed in each state as λL, λJ , λA,

λW , and λS , respectively, the amount of energy E(i, 0) that sensor node i spends in the

first time step can be derived as,

E(i, 0) = λLpL + λJpJ + λApA + λW pW + λSpS . (17)

Therefore, the amount of residual energy of sensor node i at time t = 1 is E(0) − E(i, 0).

Since the amount of residual energy is always the same among sensor nodes under the

homogeneous condition, the lifetime of a WSN can be derived as,

Lifetime =
E(0)

E(1, 0)
. (18)

Therefore, under the homogeneous condition, the lifetime depends on the density of sensor

nodes and the initial setting of timers.

If we can mathematically derive an appropriate set of timer setting as a function of

the node density ρ like,

T(ρ) = [Ts(0, ρ), Tl(0, ρ), Tj(0, ρ), Tw(0, ρ)], (19)

where T{s|l|j|w}(0, ρ) are initial values depending on the density ρ, we can have an density-

dependant and energy-efficient sleep scheduling mechanism. In the mechanism, sensor

node i conjectures the node density ρi in its vicinity by receiving messages from neighboring

sensor nodes in the range of radio signals. Then, by assuming that the whole region is

of the same density, sensor node i determines the timers T(ρi) by using Eq. 19, which
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leads to the maximum lifetime of a sensor network of the density ρi. It may fall into the

local optimal, but it should make the lifetime longer than a mechanism using the identical

setting among sensor nodes. In addition, this adaptive setting mechanism can avoid the

problem of selection of the initial values and adapt to dynamic changes in a WSN by

addition, removal, and movement of sensor nodes.
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4 Conclusion

In this thesis, to tackle the coverage problem, we first proposed three placement methods

for achieving the required coverage with the small number of additional sensor nodes.

Through simulation experiments, we showed that the void-based method was the best

for 1-coverage, but the weighted coverage-based method required the minimum number

of additional sensor nodes for more than 2-coverage requirement. In the second part of

the thesis, we proposed an energy-efficient sleep scheduling mechanism to prolong the

lifetime of a WSN by setting timers in accordance with the amount of residual energy.

By simulation experiments, we verified that the energy-dependent timer setting led to the

longer lifetime of a WSN. Then, to investigate the relationship among timer setting, the

node density, and the lifetime, we next built a Markov model and showed the way to derive

the lifetime from given timer setting and the node density.

As future research works, we will further consider an energy-efficient sleep scheduling

mechanism based on the analytical results, in which a sensor node can appropriately

determine timer setting from the local observation. In addition, we plan to implement

the proposed mechanism using off-the-shelf sensor nodes to verify the practicality and

applicability of the proposal.
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