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Abstract— In wireless sensor networks, the power of energy-
constrained sensor nodes is largely drained by data communication
tasks. Designing energy-efficient data communication mechanisms is,
therefore, a major key to maximizing the life-time of wireless sensor
networks. This challenge is magnified for visual sensor networks,
where the collected and transmitted data is often very large and
composed of multiple signals (Infrared signals, audio, video, ...)
which have different and varying quality of service requirements
(QoS). Motivated by this challenge, we investigate a forward error
correction recovery mechanism for multi-path data transmission in
wireless sensor networks. Based on this mechanism, we propose a
fast algorithm for the trade-off between the end-to-end energy cost
and reliability requirement of multi-path data transmission. Under the
practical considerations of a fixed transmission power and a realistic
modulation scheme, we derive the reliability and expected energy cost
metrics of transmission paths. We then demonstrate the efficiency of
our algorithm through simulations and discuss future work.

I. INTRODUCTION

Recently, wireless sensor networks (WSN) have been at-
tracting increasing importance [1]. This is due to the recent
advances in wireless communications and micro-electronics,
which made the development of tiny, low-cost and low-
power wireless sensor nodes possible, and industrial-scale
production of such sensor nodes conceivable in the near future.
A lot of enthusiasm for this research area also stems from
its many potential applications, such as habitat monitoring,
remote video/audio surveillance, and health patient monitoring
assistance, to name a few.

Data transmission over WSN is unreliable due to the
unreliability of wireless links and the limited power sensor
nodes can use for transmission, since they are battery-operated.
This unreliability has, largely, been attacked using link-layer
error control mechanisms, which include transmission power
control, automatic repeat request (ARQ), and forward error
correction (FEC). In the following, we briefly review these
mechanisms and give representative examples of their use in
WSN.

In power control mechanisms, higher transmission power
reduces the packet error rate, but also increases energy con-
sumption and interference with other nodes. In [2], Son et al.

showed that the instability of link qualities in real-world WSN
affects the efficiency of power control mechanisms. They then
proposed a power control mechanism to reduce packet error
rate while minimizing interference. For energy-efficient and
reliable communication in multi-hop networks, Banerjee and
Misra proposed a link cost that is a function of both the energy
required for transmission and the link error rate [3]. Based
on this link cost, they proposed a scheme for power control
that estimates the optimal transmission power using the link
distance and the channel characteristics [4]. A major drawback
of all power control mechanisms is that they require a multi-
power-level radio, which is a luxury that can not be afforded
by regular sensor nodes.

ARQ mechanisms, which are used for error control in many
conventional networks [5], are based on retransmitting lost
packets. They, however, incur significant retransmission cost
and additional delay, which make them unsuitable for energy
and delay constrained networks. Although some attempts have
been made to devise energy efficient ARQ mechanisms for
WSN [6], [7], ARQ is largely unpopular for such networks,
which have stringent energy constraints and, therefore, can
not tolerate high retransmission costs that are often associated
with ARQ [8].

On the other hand, FEC adds redundancy bits to an infor-
mation packet that helps it recover from transmission errors
using a corresponding decoder at the receiver [5]. FEC reduces
the error rate for any given transmission power. It, however,
requires additional processing power for the FEC codec [9].
Thus, energy-efficient FEC can be achieved by optimizing
the trade-off between the additional processing power and
the error rate reduction [10]. However, the gain from link-
layer FEC can be limited when sufficiently low error rates
can be tolerated at the receiver [11]. Recently, Howard et al.
investigated in [12] error control coding schemes in WSN to
determine the energy efficiency of these schemes. They mainly
studied the decoder power consumption to determine at which
conditions error control coding can be efficient and showed
that analog decoders are the most energy-efficient.

A major issue of hop-by-hop link-layer error control is that



sensor nodes may fail or switch to a sleeping state and, thus,
break any link-layer recovery mechanism. Also, link-layer
recovery mechanisms are typically implemented using a given
number of retransmissions, or a fixed-rate FEC code and, thus,
can not be adapted to the reliability requirement of the trans-
mitted bitstream. Data generated by sensor nodes (especially
visual sensors) can be very large and with varying importance
[13], [14]. For such data, end-to-end recovery mechanisms,
which can be scalable to the reliability requirement of the
transmitted data, are better suited to protect from packet loss
than link-layer recovery mechanisms. They also can be jointly
implemented with them.

An approach that can be used for end-to-end error recovery
is path diversification, where multiple paths are used for
transmissions. This requires that multiple paths are available
from the source to the destination. The process of searching for
multiple paths is generally referred to as multi-path routing.
Multi-path routing is largely investigated in the literature
and a number of multi-path discovery techniques have been
proposed [15]. For a review of multi-path routing techniques
that are specifically designed for WSN, see [16]. In this paper,
we assume that a number of disjoint paths from a source to a
destination are available and address the issue of reliable and
energy-efficient transmission using path diversification.

The first proposed schemes of path diversification for re-
liable transmission considered the transmission of a copy
of each packet on all available paths [17], [18]. The major
deficiency of such schemes is that the obtained reliability is
limited by the number of available paths and, thus, cannot
provide QoS guarantees. They also increase the amount of
traffic in the network, regardless of the QoS requirements.

To overcome these deficiencies, Tsirigos et al. [19] proposed
a routing scheme that adds redundancy (e.g., using FEC) to the
information bitstream, fragments the obtained data into packets
and transmits them over a number of paths. Given the failure
probability of the paths, the number of packets transmitted
over each path is determined in a way that maximizes the
reliability. The authors showed that this scheme is suitable in
the presence of frequent topology changes that characterize
ad-hoc networks. The scheme, however, assumes that the
efficiency, i.e., the ratio of the size of the information bitstream
to that of the transmitted data, is fixed.

In [20], Dulman et al. proposed a mechanism to trade-off
between the efficiency and the reliability. Assuming that the
number of data packets N is equal to the number of available
paths, their proposed mechanism estimates the number of
successfully delivering paths EN . It then adds redundancy to
the packets to make sure that successfully transmitting EN

packets is enough to reconstruct the information bitstream.
However, because of the assumption that the number of data
packets should be equal to the number of available paths, this
mechanism does not scale with the size of data bitstreams, due
to the limited number of paths in typical networks.

Based on [19], Djukic and Valaee proposed in [21] two

algorithms. One of them distributes the fragmented packets to
the paths for maximum reliability, while the other maximizes
the efficiency for a given bound on reliability. In [22], the
authors extended their work to minimize the consumed energy
for a given bound on reliability and efficiency. However, the
energy consumed by the FEC encoder, which vary with the
amount of added redundancy and, thus, with the efficiency,
was not taken into consideration. Also, the energy consumed
by each path was taken as the sum of the energy consumed by
each node of the path. This is not always true since the actual
energy consumption of a path depends on the packet error
rates of the links that constitute the path; thus, the expected
energy consumption is a more adequate measure of a path’s
energy cost (see Section II-B).

Path diversity has also been used in conjunction with
multiple description coding of image and video data, which is
based on encoding the information bitstream using a number
of complementary and independent descriptions (packets) [23].
Different descriptions can be transmitted through different
paths. Receiving only a certain number of these descriptions
allows the reconstruction of the information bitstream. Multi-
ple description coding was largely investigated for networks
that do not have energy constraints and was shown to be
beneficial for such networks [23], [24].

Following a different approach, Wu and Chen [25] con-
sidered for image transmission over WSN a scheme that
combines quality scalable image coding, unequal error pro-
tection, and burst transmission of small packets. They show
that this scheme provides graceful degradation of reconstructed
image quality at the receiver in the presence of channel noise
and saves energy consumed on control overhead and device
switching from sleep to active states. However, no end-to-end
energy cost investigation was carried out in their work.

In this work, we are interested in data communication over
WSN. Especially, we investigate multi-path transmission of
visual information (image, video) that have various quality
of service requirements. We consider an end-to-end recovery
mechanism that combines path diversity and FEC. This mech-
anism provides end-to-end reliability while incurs additional
energy consumption due to both the redundancy introduced by
FEC and the processing power it requires. To derive a trade-
off between the reliability and the energy cost, we propose an
algorithm that minimizes the end-to-end energy consumption
of multi-path data transmission for a given reliability. By end-
to-end energy consumption, we mean the energy spent for
the transmission of an information bitstream by the source
node for source encoding, error correction encoding, and
transmission, by the intermediate nodes of the paths, and by
the destination node.

In this paper, we consider the case when the destination is
a sink, which has unlimited supply of energy and, therefore,
its energy consumption does not need to be considered in the
optimization problem. This simplifies the problem without loss
of generality. In addition, we consider a fixed transmission



power; thus, making our mechanism applicable to low-cost
sensors that have fixed-power-level radios. Note, however,
that the used mechanism is adaptable to sensor nodes with
multi-power-level radios. Also, in contrast to previous work
that choose arbitrary path transmission reliability and energy
cost for simulations [19], [21], [22], we derive them using a
realistic modulation scheme that relates a link bit error rate to
the link distance.

The rest of the paper is organized as follows. In Sec-
tion II, we present the end-to-end recovery mechanism and
derive metrics for the transmission reliability and energy
cost. In Section III, we discuss the trade-off between end-
to-end energy consumption and reliability and propose an
algorithm that finds the transmission scheme with the smallest
energy consumption possible for a given bound on reliability.
In Section IV, we present simulation results that show the
performance of our algorithm. In Section V, we give our
conclusions and directions of future work.

II. PROBLEM STATEMENT AND FORMULATION

We consider the transmission of an information bitstream of
size LM from a source node to a destination over K available
paths in a wireless sensor network. Information bitstreams can
be of any type. For example, in the case of image sensors,
an image would be first compressed using a source encoder,
whose output would constitute the information bitstream. In
the case of video sensors, a compressed version of every group
of pictures (GOP), would be considered as an information
bitstream.

Every path k, k = 1, ..., K, is characterized by its prob-
ability of successful packet delivery P (k), expected energy
consumption per transmitted packet E

(k)
p , and the maximal

number of packets that can be transmitted over the path a(k).
a(k) can be computed using the residual energy of the sensor
nodes that constitute path k. We assume that

∑K

k=1 a(k) ≥ L.

As is the case with many multi-path transmission systems,
the transmission paths should be disjoint. However, in realistic
networks, paths may be braided ( i.e., partially overlapped).
Braided paths that have common nodes can be reduced to a
single path. This can be done either by computing an end-
to-end failure probability and energy cost for each set of
braided paths [20] or by considering a single path in each
set of braided paths and ignoring the others. Aside from the
need that the paths be disjoint, no other constraint is placed
on them. Although there exist routing techniques that find
paths that satisfy energy efficiency or reliability constraints,
this is handled by our end-to-end energy-cost/reliability trade-
off algorithm.

To provide error recovery, the source node splits the infor-
mation bitstream into L packets of size M each, appends to
them N −L redundancy packets of size M each using Reed-
Solomon (RS) codes [5] (see Figure 1). Other erasure codes
can also be used. The generated data bitstream, composed
of the N packets, is then sent through the K paths. This
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Fig. 1. Block diagram of the reliable multi-path transmission mechanism. A
Reed-Solomon (RS) coder appends a number of redundancy packets to the L
information packets. The resulting N data packets are then transmitted over
the K paths to the destination.

recovery scheme ensures that the information bitstream can be
successfully reconstructed at the destination if any L out of
N sent packets are correctly received. Using this mechanism,
it is not necessary to use link-layer recovery. In fact, we
consider that no ARQ or FEC is used at the link layer. Error
protection is provided solely by the end-to-end error recovery
mechanism.

We also assume that the maximal value that N can take is
Nmax ≥ L and that P (k), 1 ≤ k ≤ K, does not change during
the transmission of Nmax packets.

Let α be the required reliability, i.e., probability of suc-
cessful reconstruction of the information bitstream at the
destination. For a given α, find the transmission scheme, i.e.,
number of channel packets N and the path each packet should
take, that results in a minimal use of energy. Before discussing
this optimization problem, we first give the formulation we
used for the energy cost and the reliability of the transmission.

A. Reliability

Regular sensor nodes use fixed transmission power for all
transmissions. In a network of such nodes, the bit error rate is a
function of the link distance. Let p̄j,j+1 and Dj,j+1 denote the
bit error rate and the distance of a link between nodes j and j+
1, respectively. Using the typical channel modulation scheme,
Binary Phase Shift Keying BPSK, p̄j,j+1 can be written as



p̄j,j+1 = 0.5 erfc (

√

Pt

D2
j,j+1ηf

), (1)

where Pt denotes the transmission power per bit, and η and
f denote the spectral noise density and the data transmission
rate, respectively.

The packet error rate can be computed as

pj,j+1 = 1 − (1 − p̄j,j+1)
M , (2)

where M is the packet length. The probability of successful
packet transmission over a path k, k = 1, ..., K, of nk

intermediate nodes is given by

P (k) =

nk
∏

j=0

(1 − p
(k)
j,j+1), (3)

where the indices 0 and nk + 1 correspond to the source and
the sink, respectively.

Consider now the event of sending N packets over K paths.
Let XN be a random variable whose value is the number of
successfully transmitted packets out of N sent packets. Let ki,
1 ≤ ki ≤ K, denote the index of the path over which a packet
i, 1 ≤ i ≤ N , is delivered. For a given transmission strategy
S = (N, k1, ..., kN ), the expected number of successfully
transmitted packets is given by

E(XN) =
N

∑

i=1

P (ki).

As noted earlier, the reliability of the successful reconstruc-
tion of the information bitstream, is equal to the probability
that at least L packets are successfully transmitted out of N

sent packets. Thus, for a given transmission strategy S, this
reliability can be written as

R(S) = Prob[E(XN ) ≥ L].

R(S) can be approximated by the Poisson cumulative
distribution R̃ [26],

R̃(S) =

N−L
∑

l=0

e−γ(S)γ(S)l

l!
,

where the mean parameter γ is given by

γ(S) = −

N
∑

i=1

ln(P (ki)). (4)

This approximation is accurate in the case of high probabil-
ities of successful packet transmission [26], which is true in
our application. And R̃(S) is a close lower bound on reliability
R(S); thus, a lower bound on R̃(S) is also a lower bound on
R(S). Note also that for a given N , R̃(S) is monotonically

decreasing with γ(S). Therefore, for every lower bound on
R̃(S), there exists an upper bound on γ(S). This remark will
be used later in Section III to devise a fast algorithm for
energy-reliability trade-off.

The validity of the analysis above is not limited to the
BPSK bit error rate model. This model is used for the sake of
simplicity. It can, however, be modified to take into account
the multi-path effects of wireless channels. The log-normal
shadowing path loss model can be used, for example [27].

B. Energy Cost

To evaluate the energy cost of the paths, we use the expected
amount of the total energy consumption of the intermediate
nodes of a path during packet transmission. It can be computed
as

E(k)
p =

nk−2
∑

l=0

[

l
∏

j=0

(1 − p
(k)
j,j+1)p

(k)
l+1,l+2

l
∑

j=0

e
(k)
j+1] (5)

+

nk−1
∏

j=0

(1 − p
(k)
j,j+1)

nk−1
∑

j=0

e
(k)
j+1,

where e
(k)
j is the energy spent by the intermediate node j of

path k, 1 ≤ k ≤ K, in forwarding a packet of size M to the
next node in the path. It can be written as

e
(k)
j = CrM + PtM, (6)

where Cr is the energy consumption of receiver circuitry per
received bit. As we have already indicated, Pt is the trans-
mission power per transmitted bit. Note that since we have
assumed that the transmission power per bit, Pt, is independent
of the link distance, the intermediate nodes consume the same
amount of energy for packet forwarding.

For a given transmission strategy S = (N, k1, ..., kN ), the
total energy consumption due to the transmission of the data
bitstream is given by

E(S) = Es(N) +

N
∑

i=1

E(ki)
p ,

where Es(N) denotes the energy spent by the source node
for RS coding, Ec(N), and for the transmission of the data
bitstream, Et(N), i.e.,

Es(N) = Ec(N) + Et(N).

We did not consider the amounts of energy spent for
sensing, A/D conversion and source coding in computing
Es(N) since their parameters are fixed and independent of
the transmission strategy. Note that the size of the information
bitstream is fixed at LM .



An (N ,L) RS encoder over Galois field GF (2s) [5] requires
the computation of N − L redundancy symbols of length s.
Its energy consumption per bit is modeled by [28]

Eb(N) = Cc

N − L

s
,

where Cc is a constant that depends on the actual implemen-
tation. Thus, Ec(N) can be computed as

Ec(N) = Cc

ML(N − L)

s
.

Given the transmission power per bit Pt, the transmission
energy spent by the source node is given by

Et(N) = NMPt.

III. ENERGY-RELIABILITY TRADE-OFF

Let us first restate our optimization problem. We consider
the transmission of L information packets over K paths, where
each path k, 1 ≤ k ≤ K is characterized by P (k), E

(k)
p , and

a(k). We set Nmax−L as the maximal number of redundancy
packets to be generated using RS coding for the recovery
mechanism. We recall that no more than a(k) packets can be
transmitted over a path k, 1 ≤ k ≤ K. For a given N ≥ L,
the set of possible transmission strategies, denoted by ΩN , is
given in the following definition.

Definition 1: Consider the transmission of N packets i, i =

1, ..., N , over K paths k, k = 1, ..., K. Let δ
(k)
i be a binary

function that returns 1 if the index of the transmission path of
packet i is k and 0 otherwise, i.e.,

δ
(k)
i =

{

1 for ki = k

0 otherwise .

The set ΩN of transmission strategies is given by

ΩN = {(N, k1, ..., kN ) | ki ∈ [1, K] for i = 1, ..., N,

and
N

∑

i=1

δ
(k)
i ≤ a(k) for k = 1, ..., K}.

If we let N vary between L and the maximal number
of packets Nmax, the set of possible transmission strategies,
denoted by Ω will be

Ω =
⋃

N=L,...,Nmax

ΩN . (7)

An optimal transmission strategy S∗ ∈ Ω is the one that
solves the constrained minimization problem

min
S∈Ω

E(S) subject to R(S) ≥ α. (8)

This constrained minimization problem can be simplified by
converting it into the unconstrained problem

min
S∈Ω

L(S, λ), (9)

where

L(S, λ) = E(S) − λR(S), (10)

and λ ≥ 0 is a Lagrange multiplier [29]. To meet the constraint
on reliability, the bisection method can be applied requiring
that the optimization be done for several values of λ.

Finding an optimal strategy by exhaustive search would
diminish the gains we are seeking from minimizing the energy
consumption. It can even be impractical due to the energy
constraints of sensor nodes. In the following, we present our
proposal to speed up the optimization.

Let us first assume that the number of data packets N

is given. As we noted in Section II-A, maximizing R(S)
is equivalent to minimizing γ(S) for a given N . Thus, the
optimization problem (9) can be reduced to

min
S∈ΩN

LN(S, λ), (11)

where

LN (S, λ) =

N
∑

i=1

E(ki)
p + λγ(S). (12)

By replacing the form of γ(S) in Equation (12) using
Equation (4), we get

LN(S, λ) =

N
∑

i=1

E(ki)
p − λ

N
∑

i=1

ln(P (ki)). (13)

The Lagrangian cost LN(S, λ) can be written as

LN (S, λ) =

N
∑

i=1

L(i)(ki, λ),

where

L(i)(ki, λ) = E(ki)
p − λln(P (ki)). (14)

It follows that the choice of the transmission path can be
made independently for each packet. Minimizing LN (S, λ) is
equivalent to minimizing L(i)(ki, λ) for i = 1, ..., N . Based
on this result, we propose a path allocation algorithm. A
pseudo code of this algorithm, that we call Alg-1, is presented
in Table I. The computational complexity of path allocation
is linear with the number of packets N . Although the path
allocation is preceded by a sorting operation that can have
a complexity of O(Kln(K)), the number of paths K is
generally limited to a single-digit number while the number
of packets N can be very large.

Algorithm Alg-1 is designed to minimize LN (S, λ) for a
given λ and N . Consider now the problem of the general
optimization in Equation (9) where N can take different
values, L ≤ N ≤ Nmax. Using Equation (7) and algorithm



1. for k := 1, ...,K

L(k, λ) = E
(k)
p − λln(P (k))

2. Arrange L(k, λ) in increasing order, i.e.,
L(j1, λ) ≤ L(j2, λ) ≤ · · · ≤ L(jK , λ)
where jl ∈ [1,K] for l = 1, ...,K

3. l := 1; t := 0 // initialization
4. for i := 1, ...,N

k∗
i

:= jl // path allocation
t := t + 1
if t = a(jl) // if the capacity of path jl is reached

l := l + 1 // go to the next best path
t := 0

TABLE I
PSEUDO CODE OF THE PATH ALLOCATION ALGORITHM ALG-1 FOR N

PACKETS AND K PATHS. THE ALGORITHM COMPUTES AN OPTIMAL

TRANSMISSION STRATEGY FOR A GIVEN LAGRANGE PARAMETER λ ≥ 0.

Alg-1, we can speed up the Lagrangian minimization in
Equation (9) by writing it as

min
N∈[L,Nmax]

[Es(N) + min
S∈ΩN

LN(S, λ)].

Let us call this optimization algorithm Alg-2. Note that the
nested minimization over ΩN can be carried out using Alg-1.

IV. SIMULATION RESULTS

We consider a wireless sensor network, where sensor nodes
use a fixed transmission power for all transmissions. This im-
plies that the energy spent by a node for a packet transmission
is the same, regardless of the link distance, while the error
rate of a link increases with the link distance. We modeled
the link error rate using Equation (1). In our simulations,
the link distances are chosen randomly between 5 and 30 m,
the transmission power per bit is Pt = 0.9 nJ/bit, the energy
consumption of receiver circuitry per received bit is Cr =
0.5 nJ/bit, and the packet length is M = 48 bytes. Packet
lengths are typically chosen to be short in WSN, which are
low-bandwidth and prone to collisions.

Let Pm be the packet error rate that correspond to the link
distance 30 m; we call it the maximum link error rate. To
test the performance of our algorithms for different network
reliability conditions, simulations are carried out for different
values of Pm. For each value of Pm, the packet error rates
for other link distances are calculated using Equations (1) and
(2).

We have assumed that K disjoint paths from a source to a
destination are available. The length of each path is chosen
between 5 and 20 intermediate nodes where the length of
each path is kept between 150 m and 250 m. For a path k,
k = 1, ..., K, the probability of successful packet transmission
over the path, P (k), and its related energy cost, E

(k)
p , are

computed using Equations (3) and (5), respectively. Figure 2
shows the probability of successful packet transmission over
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Fig. 2. Probability of successful packet transmission over a path versus its
energy cost. Curves are displayed for various maximum link error rates Pm.

a path versus its energy cost. Results are given for various
maximum link error rates Pm = 0.10, 0.15, 0.20 and 0.25.
The curves in Figure 2 show the average obtained over 10000
simulations, i.e., 10000 packet transmissions. The figure shows
that for a given maximum link error rate Pm, the probability of
successful packet transmission over a path generally increases
with its expected energy cost. It also shows that the expected
energy cost of a path required to achieve a certain probability
of successful packet transmission over the path increases with
the maximum link error rate.

Consider now that a sensor node have sensed its environ-
ment (e.g., with a digital camera), encoded the collected data
(e.g., an image) using a standard source coder, which generates
L information packets of length M . The L packets should be
received at a destination with a reliability greater than or equal
to α. The information packets have to be encoder using an
(N ,L) RS encoder. The N data packets have then to be sent
to a destination over K paths. We assume that each path can
transmit at most a packets, i.e., a(1) = a(2) = ... = a(K) = a.

The first simulations were carried out with L = 10, K = 8,
a = 4 and pm = 0.20. We consider the case when the
number of data packets is fixed at N = 14 and compare the
performance of the path allocation algorithm Alg-1 with that
of exhaustive search. Figure 3 shows the energy consumption
E(S) versus reliability bound α for the transmission schemes
generated by algorithm Alg-1 and exhaustive search. The
figure shows that there is no apparent penalty in using the
algorithm Alg-1 instead of the computationally expensive
exhaustive search. It is, however, fair to note that the Lagrange
multiplier optimization technique used in Alg-1 is not in
general guaranteed to produce solutions for all constraint
levels, i.e., lower bounds of reliability, which may add some
loss of performance if these constraint levels are of interest to
the application.

Let us now consider the case when N can take values
between 10 and 20. Figure 4 shows the energy consumption for
the transmission schemes generated by the energy-reliability
trade-off algorithm Alg-2. It also displays curves for the
transmission schemes generated by algorithm Alg-1 with fixed
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number of data packets N . These curves are above the curve
of algorithm Alg-2, which shows the efficiency of Alg-2 in
selecting the transmission scheme with minimal energy con-
sumption for different reliability requirements. Furthermore,
comparison of Alg-2 with exhaustive search in Figure 5 reveals
that Alg-2 does not exhibit any significant loss of performance
compared to exhaustive search.

To show the performance of the energy-reliability trade-off
algorithm Alg-2 for different network reliability conditions, we
plot in Figure 6 the energy consumption versus the reliability
bound for the transmission schemes generated by Alg-2 for
various maximum link error rates Pm from 0.10 to 0.25. As
expected, the figure shows that for each reliability bound, the
energy consumption increases with the maximum link error
rate.

Finally, we repeat the simulations whose results are shown
in Figure 4, but this time for a different number of paths,
K = 4, where each path can transmit up to a = 8 packets.
The results are displayed in Figure 7. These results confirm
those in Figure 4 and show the efficiency of the proposed
energy-reliability trade-off algorithm Alg-2.
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Fig. 5. Comparison between the performance of the energy-reliability trade-
off algorithm Alg-2 with that of exhaustive search.
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reliability trade-off algorithm Alg-2 for various maximum link error rates.

V. CONCLUSIONS

This work is part of our research project on adaptive
data communication in visual WSN. The major challenge
is how to design mechanisms for the transmission of data,
that may include image and video information with stringent
and varying QoS requirements in WSN that are composed of
unreliable low-power camera sensor nodes and have a very
low bandwidth.

In this paper, we have studied the trade-off between the end-
to-end energy cost and reliability of data transmission in WSN.
We have used a flexible reliability mechanism that splits the
information bitstream into small packets and adds a number of
redundancy packets using a RS coder. We have proposed a fast
algorithm that selects a multi-path transmission scheme with
a minimal end-to-end energy consumption for a given lower
bound on reliability. Through simulations, we demonstrated
the efficiency of the proposed algorithm.

Although previous work has dealt with the energy efficiency
and the reliability of data communication in WSN, this is, to
our knowledge, the first work that tackles the issue of the trade-
off between the end-to-end energy cost (i.e., that includes both
transmission and processing energy costs) and the reliability
of data communication in WSN.

In this study, we assumed that the length of the information



 5

 6

 7

 8

 9

 10

 11

 12

 13

 0.5  0.6  0.7  0.8  0.9  1

En
er

gy
 c

on
su

m
pt

io
n 

(m
J)

Reliability

N=16
N=13
N=12
N=10
Alg-2

Fig. 7. Comparison between the performance of the energy-reliability trade-
off algorithm Alg-2 (the bottom curve) with that of algorithm Alg-1, for
which the number of data packets N is fixed. Curves of algorithm Alg-1 are
displayed for various values of N . These results are generated with K=4 and
a=8.

bitstream generated by the source coder of the source sensor
node is fixed. However, using a quality-scalable source codec,
where the source can be reconstructed with a certain quality
even if only a prefix of the information bitstream reaches
the destination, can be beneficial [25]. The reason is that the
size of the information bitstream to be transmitted can be
optimally determined, in a way that minimizes the total energy
consumption for a given lower bound on reliability. This is part
of our future work.

To improve the FEC-based reliability mechanism, we are,
currently, considering a feedback scheme that lets the source
node stop packet transmission when the base station acknowl-
edges that the information bitstream is correctly reconstructed;
thus, limiting the transmission of unnecessary data.
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