JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 24, NO. 10, OCTOBER 2006

3563

Variable-Bandwidth Optical Paths: Comparison
Between Optical Code-Labeled Path and OCDM Path

Shaowei Huang, Student Member, IEEE, Ken-ichi Baba, Masayuki Murata, Member, IEEE, and
Ken-ichi Kitayama, Fellow, IEEE

Abstract—In a conventional wavelength-routed network, the
bandwidth of one wavelength is considered as the minimum gran-
ularity for a given connection request. Therefore, no multiple
connection requests can be accepted by using a single wavelength
simultaneously. This may cause inefficiency in the bandwidth
utilization in some cases. In this paper, the focus is on the variable-
bandwidth approach called an optical code (OC)-based path to
improve this bandwidth utilization. The concept of OC-enabling
paths is investigated, which shows its potential in resolving the
above granularity problem inherent to the wavelength-routed
network. First, two optical paths, called the OC-labeled and OC
division multiplexing (OCDM) paths, are proposed. The former is
based upon label switching and statistical multiplexing, while the
latter is based upon OCDM. Next, OC-label and OCDM optical
cross connects are described to support OC-labeled and OCDM
paths, respectively. In this paper, a coherent time-spread OC is
adopted. A two-state flow-fluid traffic model is addressed and
regarded as the general analysis model. Finally, the performances
between these proposed paths are qualified and compared, and
numerical results show that the OC-labeled path outperforms the
OCDM path under short burst duration time, whereas the OCDM
path, provides higher flexibility than the OC-labeled path, owing
to its independence of burst duration time.

Index Terms—Optical code division multiplexing (OCDM)
optical cross connect (OXC), optical code division multiplex-
ing (OCDM) path, optical code (OC)-labeled optical cross con-
nect (OXC), optical code (OC)-labeled path, variable-bandwidth
optical path.

I. INTRODUCTION

ENERALIZED multiprotocol label switching (GMPLS)

[1] is going to play an important role in migrating
MPLS-based control-plane techniques into the optical layer in
IP-over-wavelength-division-multiplexing (WDM) networks.
There are several degrees of data granularity described in [1].
Though packet-switched, time-division-multiplexed (TDM),
wavelength-switched, and fiber-switched capable interfaces are
regarded as the fundamental elements in GMPLS, the wave-
length is still taken as the minimum granularity in optical-path
establishment and provision in many studies.
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However, it is not always the case that one end-to-end
connection requires the whole bandwidth of one wavelength,
thus resulting in low bandwidth utilization. To improve the
bandwidth utilization, the study of the TDM-based wavelength-
routed network architecture has also been carried out, in which
paths labeled with special time slot(s) are multiplexed in a
single wavelength [2]. It has been proven to be suitable to
multirate traffic with various numbers of assigned time slots.
However, it lacks in flexibility as only a fixed number of time
slots can be adopted in one wavelength, and in other words, all
the multiple paths are multiplexed with a peak-rate multiplexing
mechanism [8].

In this paper, we present a novel network architecture,
called the optical code (OC)-based path network, to provide a
variable-bandwidth optical path. Optical paths are of variable
bandwidth, identified by OC sequences, and they are bundled
into a single wavelength. Two approaches, called OC-labeled
path and OC division multiplexing (OCDM) path, are studied.
In the former, an OC label is attached to the head of a packet,
while in the latter one, each bit in the packet is encoded by a
specific OC. Both the OC label and OC (we call it OC identifier
in our paper) can be recognized by the optical correlation in
the optical domain. The combination of OC- and wavelength-
based routing has been presented [3], but the architectural
consideration is not included in the previous study. In this
paper, we describe the optical cross-connect (OXC) architec-
tures to support our proposed OC-labeled path and OCDM path
in Section II.

A two-state flow-fluid traffic model, which can deal with
different traffic patterns ranging from bursty to continuous bit
stream [4], [8], is employed in the performance analysis of
both OC-based paths. In the OC-labeled-path case, statistical
multiplexing described in [4] is adopted instead of peak-rate
multiplexing in [2], and the packet-loss probability (PLP) due to
the buffer overflow is evaluated. In the OCDM-path case, mul-
tiple access interference (MAI) is considered as the main factor
degrading network performance in our study. An approximate
mathematical model taking MAI into account is proposed to
qualify the performance with respect to packet-error probabil-
ity. To achieve satisfactory performance in the OCDM system,
coherent time-spread OC generation and recognition based
upon superstructure fiber Bragg gratings (SSFBGs) [5]-[7],
[27], [31] is introduced.

The remainder of this paper is organized as follows.
Section II shows the basic concept of the OC-based path.
In Section III, two OXC architectures are described to sup-
port packet switching for the OC-labeled and OCDM paths.
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Fig. 2. OC-based routing and OC allocation scenario.

The approximate signal-to-noise ratio (SNR) of the gold code
in such a coherent OCDM system is evaluated by a statisti-
cal approach. In Section IV, the traffic model, the statistical-
multiplexing approach for the OC-labeled path, and the
overlapped model for the OCDM path are described in detail.
Section V shows the performance evaluation and comparisons
between the OC-labeled and OCDM paths with different traffic
characteristics and system properties. Finally, we summarize
the findings and draw a brief conclusion.

II. CONCEPT OF THE OC-BASED PATH

The concept of variable-bandwidth optical paths originated
from the bandwidth partition in ATM networks [8]. The
OC-based path can provide the existing switching network
architecture consisting of fiber switching, waveband switch-
ing, and wavelength switching with a finer and more flexible
granularity in the bandwidth. It has a capability to adjust the
number of optical paths that can be multiplexed in a single
wavelength with different traffic characteristics and different
levels of quality of service (QoS, e.g., PLP). The hierarchical
model is illustrated in Fig. 1. One will be able to see that
the combination of the OC-based path with the conventional
wavelength-based path makes the bandwidth utilization of a
single wavelength more efficient and flexible, which may lead
to another novel approach in grouping optical paths.

A. Basic Concept of the OC-Based Path

In our proposed network architecture, multiple OC-based
paths are multiplexed in a single wavelength using either an
OC label or the OC itself. The OC can be incorporated for one
of the optical labels into GMPLS. The combination of wave-
length and OC leads to a two-dimensional routing problem,
in which both the wavelength and the OC are considered as

available resources. Here, we first classify the OC-based path
network architecture into four categories as follows, depending
on the availability of wavelength/OC conversion in the OXC:

1) nonwavelength conversion and non-OC conversion;

2) nonwavelength conversion, but OC conversion;

3) wavelength conversion, but non-OC conversion;

4) wavelength conversion and OC conversion.

It is apparent that the first one is the simplest but lacks in
flexibility when conflict occurs at the output port, which may
result in high blocking probability in some cases, while the
last one outperforms all the others with its highest flexibility
in reducing blocking probability or PLP but would result in
system complexity and high cost. With the current state of the
art, wavelength conversion is still immature. In addition to this,
the multiplexing effect that OC-based paths play to improve
bandwidth utilization is the main objective in our paper; there-
fore, we concentrate on the second kind, where OC conversion,
and not wavelength conversion, is adopted in the OXC to
obtain the tradeoff in performance and system stability. As
compared with wavelength conversion, OC conversion can be
achieved at high speed and provide a relatively stable conver-
sion performance, as described in [3]. The case with wavelength
conversion and OC conversion will be studied in the future.

Fig. 2 illustrates the OC-based routing and OC allocation
scenario. For simplicity, we assume that different optical paths
are multiplexed in one wavelength by using OC identifiers.
Without loss of generality, each connection only occupies one
OC in each link. Here, connection A’s traffic is routed from
node 1 to node 5; connection B’s traffic is routed from node 3
to node 7; and connection C’s traffic is routed from node 3 to
node 6. As shown in the routing table stored in node 2 in
Table I, the traffic of connections A and C, identified by OC-1
and OC-3, respectively, are routed through node 2 without any
conversion, while that to connection B, which is denoted as
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TABLE 1
CONCEPT OF OC-BASED ROUTING

Connection Incoming Outgoing
Session l;O;T oc l;]oort oc
AL, 5) 1 1 1 1
B@3.7) 2 1 1 )
C(3,6) 2 3 2 3

OC-1, is converted to OC-2 through OC conversion to avoid
conflict with connection A.

B. Properties of the OC-Labeled and OCDM Paths

In Section II-A, we described our OC-based path network
architecture. To multiplex multiple optical paths in a single
wavelength, we propose two approaches, called OC-labeled and
OCDM npaths.

Deriving from an analogy of a virtual channel (VC) in
ATM networks [8], in the OC-labeled path, an OC label is
encapsulated in the header of the data payload, and packets with
the same label, which should be routed on the same optical
path, are considered to belong to a single connection. This is
also similar to the definition of a label-switched path (LSP)
in GMPLS [1], except that label recognition and swapping are
performed with the approaches presented in [3], [9], and [10].
We will explain the related issues in detail in Section III. The
OC-labeled path employs statistical multiplexing for the paths
sharing the bandwidth of a single wavelength. Based upon the
equivalent-capacity theory [4], it is possible for us to estimate
the bandwidth required by each connection in terms of PLP.

On the other hand, in the OCDM-path case, each bit in the
payload is encoded by an OC instead of a header [3]. Then,
optical paths encoded by different codes can overlap with each
other. In our proposed OXC in Section III, OCDM paths are
discriminated by the decoders, and each payload is forwarded to
a specific output port according to its own OC. The performance
of an OCDM system is affected by additive noises as well as the
MAI noise, which is regarded as the main factor of performance
degradation in the OCDM path. The more active users are ac-
commodated in a network, the poorer the attained performance
will be [23], [24]. OCDMA can be classified into incoherent
OCDMA [25], [26], where encoding is based upon optical
intensity, and coherent OCDMA, where encoding is based upon
amplitude (with phase) [3], [7], [27], [31]. A variety of OC
sequences [32]—-[35] are available, for example, prime code,
optical orthogonal code (OOC), and gold code, etc. As high-
performance OC generation/recognition based upon an SSFBG
with gold code has been demonstrated successfully recently [7],
we also adopt such a system in our OCDM path, which will be
described in Section III in detail.

III. ARCHITECTURES OF OXC
A. OC-Label OXC

The design of the OC-Label OXC is based upon the large
body of architectural studies in the literature of optical packet
switching (OPS) [10]-[20]. According to the latest research,
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the main functions of an optical packet switch include routing,
switching, as a contention-resolution mechanism, and as a con-
trol unit. To the label-switched network, routing and switching
perform label recognition/swapping and switch packets to the
desired output ports. In [10], an in-band labeling technology
based upon a coherent OC was presented to support label
recognition and swapping and was demonstrated successfully
by experimentation, where a high throughput of 100 Tb/s has
been achieved through OC correlation. Such architecture is
applied to our OC-label OXC and will be explained later in
this section. The contention-resolution mechanism is used to
resolve a situation whenever two packets are routed to the same
output port simultaneously. To achieve this, optical buffers
based on a fiber delay line (FDL) and wavelength conversion
have been introduced [10]-[14], [15]-[19]. As described above
in Section II, no wavelength conversion is adopted in our
switch; we use FDL for contention resolution instead of a
wavelength converter. The control unit ensures that the switch
maintains the information of local ports, which takes responsi-
bility for the switch configuration and forwarding decision.

Switches using FDL for contention resolution can be classi-
fied into input buffered and output buffered, where the former
adopts the FDL ahead of the switching elements [11], and the
latter adopts the FDL after them [11]-[13], [17], [19], [20].
However, most of them only considered the single-wavelength
case. In [17], [20], and [21], switches called WDM version
optical packet switches are described, which are capable of
handling WDM input/output ports. In WDM version switches,
all the input wavelength channels are demultiplexed to n (n is
referred to as the number of wavelength channels per input)
parallel switching planes, and wavelength conversion is enabled
by a tunable wavelength converter (TWC) in each switching
plane. Additionally, the switch architecture of each switching
plane can be similar to that of the traditional one. Because no
wavelength conversion is considered in our above assumption
in Section II, we modify the above WDM version switches, in
conjunction with that in [10], to each switching plane to form
the OC-label OXC.

As illustrated in Fig. 3, it consists of three units: wavelength
demultiplexer/multiplexer, switch plane, and scheduler. This
switch plane plays a key role in this OXC. It consists of four
elements: an OC-label processor (for label recognizing), an
OC-label swapper (for label swapping), an optical switch
fabric, and an FDL for the buffer. Note that the number of
switching planes is equal to that of incoming wavelengths
demultiplexed at the input port. The scheduler is responsible
for controlling the buffer by updating and providing the infor-
mation of the status of the OC-label swapper, the optical switch
fabric, and the FDL, as well as maintaining the routing table.
After receiving the signals from the OC-label processor, the
scheduler makes a decision to set up the OC-label swapper and
optical switch fabric for packet forwarding.

It is apparent that contention will occur at the output port if
more than two packets from different input ports are switched
to the same output port. To avoid this contention, buffer man-
agement based upon FDL is a key issue. Based upon the in-
formation provided by the header and the status of the buffer,
the scheduler makes a decision for selecting both an appropriate
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Fig. 3. Architecture of OC-label OXC with a 2 X 2 port size.

FDL entry and an appropriate OC label for swapping. Buffer
management is referred to the bottleneck to balance the tradeoff
between service quality (e.g., PLP, delay, etc.) and switch
throughput. For this purpose, an optimized buffer-management
algorithm is desired [22].

B. OCDM 0OXC

Fig. 4 illustrates the architecture of a2 x 2 OCDM OXC. The
composition is similar to that of an OC-label OXC: wavelength
demultiplexer/multiplexer, switch plane, and controller. The
difference from the OC-label OXC is the switch-plane archi-
tecture. In the OCDM OXC, no buffer mechanism is needed to
adopt at the output for contention resolution because channels
encoded by distinct code sequences can overlap each other in
the time domain, which works in the tell-and-go mode. This is
quite similar to the wavelength-conversion buffer system. The
controller only takes responsibility for the setup of the central
optical switch component for 1) forwarding the packet to a
specific output port and 2) assigning a packet with a new OC
to avoid contention at the output port.

Owing to the advantage of asynchronous access property
in OCDMA [23], [24], asynchronous traffic can be handled
in our OCDM OXC, which is regarded as the great benefit
of simplifying the algorithm design for contention resolution
compared with the complex buffer-management mechanism

B oo
7 oce
[l ocs

FDL system

in the FDL-buffered switch. The main procedures of packet
switching mainly involves four steps.

Step 1) Multiple channels are first demultiplexed before en-
tering the switching plane.
Step 2) OC recognition (path discrimination) is performed
in the OC decoder array, which consists of m
(m is the number of OCDM channels per wave-
length) decoders.
The controller sets up the optical switch fabric ac-
cording to the processed OC of the incoming packet.
In fact, because the converter is a passive optical
waveguide device, OC conversion will be carried
out in the switch-fabric setup consequently. As de-
scribed above, contention at the output port can be
resolved with some algorithms.
Signals passing through OC converters are multi-
plexed by the OC multiplexer and are prepared for
transmission to the next hop.

Step 3)

Step 4)

Hence, the advantages of the OCDM OXC can be sum-
marized as follows: 1) Nonbuffer operation leads to a simple
switch-architecture design and controlling mechanism; 2) asyn-
chronous traffic is supported, which is more suitable in the prac-
tical case; and 3) all-optical processing can be possible, which
is of great benefit to achieve high throughput.
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C. Optical Processing (Encoding and Decoding)

In the incoherent time-spreading OCDMA, coding is based
upon optical power, corresponding to light “ON” or light “OFF.”
This leads to a limited code space and poor correlation property
[25], [26]. Therefore, it does not seem appropriate to establish
a high-performance OCDM path in our study. In contrast,
a coherent OCDMA outperforms the incoherent scheme, as
coding is based upon optical amplitude, where each chip in a
code sequence can have a phase “0” or “7” with a binary-phase-
shift-keying (BPSK) scheme [3], [9], [10], [21]. Recently,
511-chip-long OC generation and recognition using an SSFBG
have been achieved [7].

Our choice is the above coherent OC. Fig. 5(a) illustrates
the working principle of the SSFBG with a slowly varying
refractive-index modulation profile imposed along its length
and phase shifts inserted between segments. With this device,
a series of coherent short optical pulses whose phases are
determined by the pattern of the phase shifts in the SSFBG will
be generated.

As an example, Fig. 5(b) illustrates a seven-chip OC genera-
tion (encoding) with a BPSK scheme by employing the SSFBG
[7]. Among the generated optical pulses, the white ones hold a
phase of “0,” while the gray ones “m.” Ty, denotes the chip
duration time, n denotes the refractive index of the optical fiber,
and c denotes the velocity of light in a vacuum. The Lpj, of one
segment can be defined as Lcnip = Tenip/(2nc) [7].

In Fig. 5(c), decoding processes are carried out with the same
device. As the decoder in Fig. 5(c) matches the encoder in
Fig. 5(b), a peak pulse can be attained. Here, the data-rate detec-
tion is employed instead of chip-rate detection, where an optical

Wavelength multiplexer

OC-1

0ocC-2

; OC-3
OC multiplexer

thresholding technique can be employed to improve the perfor-
mance in a practical OCDMA system [28]—[31], [36]. That is,
using supercontinuum (SC) generation in a normal dispersion-
flatted fiber (DFF) before the photodetector, as mentioned in
[31], is adopted in our OCDM path. With the power transfer
function of the SC-based optical thresholder (shown in [31]),
MAI noise less than 0.5 mW will become very small (nearly 0)
after passing through the optical thresholder. We use the gold
code in our OCDM path for encoding. Though the beat noise is
another dominant noise in a coherent OCDMA system [35], we
only take MAI noise into account to check the feasibility of the
OCDM path. By employing the optical thresholder, the SNR for
31-, 127-, 255-, 511-, and 1023-chip gold codes are analyzed,
which correspond to the ratio of normalized peak intensity of
the autocorrelation to the normalized variance of the interfering
signal. Here, the normalized variance of the interfering signal is
an assemble average. The variance values are shown in Table II.
Let N denote code length.

Letting K denote the number of active users, the SNR can
be given by

1
2(N) % (K —1)°

SNR(N, K) = (1)

The bit error rate (BER) can be expressed as
BER = Pr(b =0) - Pr(Z > Th|b = 0)
+Pr(b=1)-Pr(Z <Thb=1) (2

where Th is defined as the normalized threshold for the deci-
sion. The terms Pr(b = 0) and Pr(b = 1) are the probabilities
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Fig. 5. OC processing. (a) OC encoder based upon SSFBG. (b) Seven-chip bipolar OC encoding with SSFBG. (c) Autocorrelation of seven-chip bipolar OC

with SSFBG (decoding).

TABLE 1II
NORMALIZED VARIANCE FOR THE GOLD CODE

Code Length N Variance 0'2(N)
31 1.08 X107
127 3.8%x10°
255 2.07 %107
511 1.6x1073
1023 0.86 %107

for bit b “0” and “1,” respectively, and Pr(b =0) = Pr(b =
1) = 1/2. The second term of (2) can be considered as zero
for 0 < Th <1 because the output signal with a normalized
autocorrelation peak is always not smaller than 1. Hence, (2)
can be simplified as

1
BER(N, K) =5 Pr(Z > Th|b = 0)

1 Th
= —erfc (| —= - v/SNR(NV, K) | . 3)
e (5 VIRINED).
From (3), we can see that the BER is influenced by Th,
even with the same number of active users. In [25], a variable
optimum optical threshold Th can help to improve bit error
performance. However, for simplicity and considering that it is

—— Burst

Fig. 6. Two-state flow-fluid traffic model.

not the main point in our paper, fixed threshold detection is em-
ployed, which is set to the normalized autocorrelation peak “1.”

IV. TRAFFIC MODELING

A traffic model, which is called a two-state fluid-flow model
[8], is used in this study. As shown in Fig. 6, there are four
parameters, namely, peak rate Rpcax, a and b (periods during
which the source is idle or active, respectively), and the frac-
tion of time that the source is active, which is defined to be
source utilization p. Therefore, the connection behavior can be
characterized by the metric (Rpeak, b, p) [4].

A. Egquivalent-Capacity Model for the OC-Labeled Path

With the above traffic model, each OC-labeled path can
be regarded as a two-state Markov source. Therefore, in the
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case of multiple OC-labeled paths accommodated in a single
wavelength, the total bandwidth demanded by them can be
given by [4]

C(M) =Y ¢ @)

where M is the number of multiple OC-labeled paths accom-
modated, and ¢; is the equivalent bandwidth demanded by ith
OC-labeled path. ¢; is determined by the metric (Rpeak, b, p)
described above and a desired QoS qualified by PLP. Let ¢ de-
note PLP, and « = In(1/¢). Let B denote buffer size, which can
be given as in (5), shown at the bottom of the page [4]. Given
OC-labeled paths with identical property, let Cyavelength denote
the total capacity of a wavelength, and let ¢((Rpeak, b, p), €)
denote the demanded capacity with metric (Rpeak, b, p) and
PLP e, which can be attained with the above formula. Hence,
the number of OC-labeled paths accommodated in a single
wavelength can be given as

C'wavelen gth

Mmax = .
c ((Rpeak7 b, p)7 5)

(6)

B. Overlapped Model for the OCDM Path

A mathematical model for evaluating the OCDM path is pro-
posed by taking MAI into account as below. As shown in Fig. 7,
three OCDM paths are multiplexed in a single wavelength.

In Fig. 7, the packets belonging to different OCDM paths are
synchronized and are aligned in the time domain. We consider
it to be the worst case, which gives the upper bound for PLP
with the same given source utilization p, and leads to a simple
analysis of the PLP calculation. If we assume that an error
occurring in a single bit of the packet results in a whole packet
error, the following formula can be used to interpret BER
to PLP:

P,(N,i)=1-(1- BER(N7Z'))Plength ™

where ¢ is the number of active users or, in other words, the
number of overlapped packets at epoch ¢(i), N is the code

3569
TABLE III
NOTATIONS IN NUMERICAL CALCULATION
Symbol Definition Value
Rpeax Peak rate 200Mbps, 1Gbps, etc
p Source utilization 0.3,0.5, 1.0, etc.
b Burst duration time 0.001s, 0.0001s. etc
B Buffer size 50/100 packets, etc.
L Code length 127,511, etc.
PLP Packet loss probability 10"3, 10'8, etc.
C Capacity of one wavelength 10 Gbps
plength Packet length 1500 bytes

Note that: in QC labeled path, peak rate is referred to as the average
physical transmission bit rate; while in OCDM path, peak rate is
referred to as the absolute physical transmission bit rate.

length, and plength is the packet length. Here, BER(N, ) is
given by (3). As shown in Fig. 7, BER; < BERy < BER3 can
be obtained easily. With the above model, the average PLP of
the OCDM system can be given as

M
PLP(M) = > TI(i, M) - PL(N, ) ®)
i=1

where T1(i, M) is the probability of ¢ packets out of M paths
overlapping each other, which obeys the binomial distribution

i, = (A1) i1 ©)

From (7)—(9), we can see that the burst length does not have an
impact on PLP(M), which is suitable for traffic with variable
burst length.

V. PERFORMANCE EVALUATION

In this section, OC-labeled and OCDM paths are compared.
The parameters used in our numerical calculation are summa-
rized in Table III.

A. PLP Characteristics of the OCDM Path

Fig. 8 illustrates the PLP property of the OCDM path. From
(8), given a code length, it is evident that the PLP is determined
by the number of connected paths and source utilization p.

Fig. 8(a) and (b) depicts how the number of connected paths
affects the performance of the OCDM path with fixed source
utilization. From the results shown, first, we can observe that
the performance is actually degraded by the increase in the
number of active users, due to the increase of MAI noise.
Second, it is also evident that the OCDM path with a longer
codeword outperforms that with a shorter codeword, which cor-
responds to what is described in [7]. Third, better performance

ab(1 — p) Ryeasc — B+ \/[0b(1 — ) Ryeasc — BI* + 4Babp(1 — p) R

C; =

2ab(1 — p)

®)
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connected OCDM path N, where N = 20.

is attained in Fig. 8(b), as source utilization p decreases. Note
that Fig. 8(a) can be regarded as the worst case in the OCDM
path with p = 1.0, where the traffic is a continuous bit stream.

Based upon our proposed model, under a given number of
connected OCDM paths, how source utilization p influences
PLP is depicted in Fig. 8(c). From the result shown, packets
tend to be lost more easily with higher source utilization, due to
higher overlapping probability and BER.

B. Comparison Between OC-Labeled and OCDM Paths

Fig. 9 shows the PLP as a function of the maximum number
of connected paths. Here, in the OC-labeled-path case, buffer
sizes B = 50 and 100 are analyzed, while in the case of the
OCDM-path case, code lengths L = 127 and 255 are studied.

In Fig. 9(a), under burst duration time b = 0.0001 s, the
OC-labeled path with a buffer size B = 100 packets outper-
forms B = 50 packets, but the difference is reduced greatly
with an increase of burst length, as is shown in Fig. 9(b) with
b = 0.001 s. Both cases in the OC-labeled path perform better
than the OCDM path with L = 127 under a maximum num-
ber of connected paths less than 16 and 26, respectively. In
contrast, OCDM paths with L = 255 outperform both cases
in the OC-labeled path with a maximum number of con-

nected paths larger than 12 and 16, respectively. In Fig. 9(b),
with b =0.001 s, the statistical-multiplexing effect in the
OC-labeled path is small and leads to drastic performance
degradation. On the contrary, the OCDM path will perform with
the same behavior as Fig. 9(a), because of the independence of
burst length. Consequently, we can conclude that a higher flexi-
bility can be achieved in the OCDM path than in the OC-labeled
path without suffering a severe performance degradation caused
by long burst duration time, and it is considered to be one of the
advantages of the OCDM path.

Fig. 10 depicts an intuitionist result to show how burst
duration time b affects the performance of the OC-labeled and
OCDM paths in the maximum number of connected paths.
Here, we consider the case with ¢ = 200 Mb/s and PLP =
10~%. As shown in Fig. 10, in the OC-labeled-path case, the
number of connected paths decreases with the increase of burst
duration time. Furthermore, a considerable multiplexing effect
can be attained under a short burst duration time (b < 0.001 s).
On the other hand, as the OCDM path is independent of burst
duration time, the number of connected OCDM paths never
changes. Fig. 10 also implies that source utilization p has an
impact on the multiplexing effect under a short burst duration
time in the OC-labeled-path case. The burst duration time b
has a relatively slight influence with a heavier traffic load,
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e.g., p= 0.5, compared to p = 0.3, and the performance of
both p=0.3 and 0.5 become the same when b > 0.001 s,
which means that source utilization p has a small influence on
the performance with a large burst duration time b. The same
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utilization p = 0.5, and (b) source utilization p = 0.3.

tendency can be also attained with a different peak rate, which
is not shown here.

In Fig. 11, the multiplexing effects of the proposed two
approaches are compared in terms of peak rate Rcai. Different
peak rates can be achieved with a fixed chip duration time 7 and
different code length. To perfectly avoid the overlapping of the
correlation waveform sidelobes between the neighboring bits,
chip duration time 7 should be equal to 1 /(2L X Rpeak). There-
fore, Rpeax should be equal to 1/(2L x 7). Here, 31-, 127-,
255-, 511-, and 1023-chip-long codewords are analyzed. As
the OCDM system with chip duration time 7 < 2 ps has been
demonstrated successfully [31], we consider that 7 = 2 ps is
also applicable in our simulation.

As shown in Fig. 11(a) and (b), first, in both cases of the
OC-labeled and OCDM paths, the multiplexing effect tends to
become small with a high peak rate, as a higher peak rate leads
to faster buffer overflow in the OC-labeled path and shorter
code length in the OCDM path. Second, in the OC-labeled path,
the multiplexing-effect difference caused by burst duration time
becomes small with high peak rates and source utilization p.
Third, though the OCDM path is outperformed by the OC-
labeled path with b = 0.0001 s, even with b = 0.001 s in
Fig. 11(a) with p = 0.5, under a peak rate smaller than 1 Gb/s,
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it outperforms the case of the OC-labeled path with b = 0.001 s
in Fig. 11(b) and, moreover, achieves better performance than
those in the OC-labeled path under a peak rate larger than
1 Gb/s in both Fig. 11(a) and (b).

VI. CONCLUSION

In this paper, a network architecture based upon the OC-
based optical path is proposed, which is possibly considered
as another type in the GMPLS network. The OC-labeled and
OCDM paths are proposed to resolve the granularity problem
inherent to a wavelength-routed network. Two OXCs with OC
switching capability, called OC-label OXC and OCDM OXC,
are presented to support the OC-based path switching. To
achieve satisfactory performance in the OCDM path, a coherent
OCDM system based upon the SSFBG using the gold code is
employed. The SNR of different code lengths in such a system
is also analyzed by the statistical approach.

In the OC-labeled-path case, statistical multiplexing is
adopted and proved to be capable of evaluating the multiplexing
effect with a different buffer-overflow probability, while in the
OCDM-path case, the multiplexing capability in a single wave-
length is investigated by using SNR based upon different levels
of multiple-user interference. An approximate mathematical
model for the OCDM path is proposed to estimate the PLP,
which provides a simple but appropriate method in practical
traffic engineering.

Through numerical results, we can conclude that using
the OC-labeled and OCDM paths improves the efficiency of
bandwidth utilization, and in addition to this, the maximum
number of multiple optical paths that can be multiplexed in a
single wavelength is capable of varying with different traffic
characteristics, buffer size or code length, and different PLP.
The numerical results also indicate that the OC-labeled path
outperforms the OCDM path with short burst duration time
in the multiplexing effect, while the OCDM-path case obtains
higher flexibility in providing stable service than in the OC-
labeled path, owing to its independence of burst duration time,
and a simpler architecture can be obtained with nonbuffer
operation.
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