Is tampered-TCP really effective for getting higher throughput in the Internet?
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Abstract On the other hand, such tampered-TCPs may not work
well in the actual Internet environment. For example, by

This paper examines the effectiveness of tampered-TCPAUgmMenting the increase ratio of the congestion window
whose congestion control mechanism has been modified byiZe; the number of packets that are simultaneously injected
malicious users for higher than the normal TCP through- nto the network increases rapidly. This results in increased
put. In this paper, We focus on a tampered-TCP in which packet loss due to congestion within the network, which
the increase and decrease ratio of the congestion windowleads to degraded throughput. Thus, a tampered-gelfP
size were changed during the con%estlon avoidance phasedestructs when its behavior causes it to send data packets
The performance of the tampered-TCP was examined basednore aggressively than normal TCP Reno connections.
on a mathematical analysis and simulation given the co-  Inthis paper, the effects of a tampered-TCP on a network
existing of tampered-TCP and TCP Reno connections inshared with normal TCP Reno connections were sought to
the network. The following characteristics of the tampered- determine if the tampered-TCP exhibits self-destructive be-
TCP were found:él) when the increase ratio is Iarger than havior under various situations. In addition, proofs showing
2 packets per RTT, the throughput is significantly degradedthat the low cost modification of TCPs_does not work are
due to many timeouts; (2) lowering the decrease ratio is presented by considering a tampered-TCP, which charéges
effective for the throughput improvement; and (3) the effec- the increase and decrease ratio of the congestion window
tiveness of lowering the decrease ratio is less than the ill- size during the congestion avoidance phase, and we call
effects encountered when the increase ratio is augmentedsuch TCP variant just tampered-TCP. There are two reasons
We conclude that the tampered-TCP would self-destruct infor choosing such a tampered-TCP. F_wsth, for malicious
many parameter regions, and there is few situation where users, it is comparatively easy to modify the increase and
the tampered-TCP obtains much higher throughput. decrease ratio of the congestion window size in the TCP
source code. Secondly, it is possible for researchers to in-
vestigate the behavior of the modified TCP by mathematical
analysis [11,12].

In this paper, we employed mathematical analysis and
simulation experiments to evaluate tampered-TCP charac-

Currently, most Internet traffic is carried via the Trans- teristics. For the mathematical analysis, the analysis pre-
mission Control Protocol ﬁTCP) [1]. The congestion con- sented in [11] was used to derive the average throughput of
trol mechanism of TCP allows the Internet to provide fair the tampered-TCP and TCP Reno connections when they
and unstoppable services without any collapse due to an exshare a bottleneck link, and, hence, explain how the parame-
treme increase in traffic. The congestion control mechanismters of the tampered-TCP affect its performance and fairess
of TCP is defined by RFC [2], and its implementation in compared to normal TCP Reno connections. The accuracy
operating systems is based on this document. Therefore, i0f the mathematical analysis was confirmed using simula-
two users, with different operating systems, should share aion experiments. Based on the results of the simulation
bottleneck link in the network, each user can obtain a fair €xperiments, the following characteristics of the tampered-
throughput despite the minor implementation differences of TCP were identified: (1) when the increase ratio is larger
the protocol in the two operating systems. However, since than two packets per Round Trip Time (RTT), the through-
TCP works at the end hosts, it is easy for users to modify Put degraded significantly due to many timeouts, (2) lower-
its behavior, especially for those with open source operat-INg the decrease ratio is effective for throughput improve-
ing systems. Tﬁus, it'is likely that there exists many kind ment, (3) the effectiveness of lowering the decrease ratio is
ofgrgp variants, created by malicious users for higher thanless than ill-effects encountered when the increase ratio is

_51. i i augmented. The discussion section shows that little region
nmogé?ﬁééh-ﬁ—%gg glgﬁpgle(ljr]_lt_kgségaper, we will refer to such exists where the tampered-TCP can improve the throughput.

IGenerr1ally, when modificatignshto 'If'_fCP corflgﬁstion c%r)];

trol mechanisms are proposed, the effects of those modifi- i i

cations are compared with the original TCP Reno and arez' Mathematical analysis

ev?luaéed bg?ed org:the performancehwhere both thekorégl-

nal and modified TCPs co-exist on the same network [6— ; :
1015 However, malicious users can selfishly modify TéP 2.1 Network model and evaluation metric
behavior, focusing only on increasing their own through- ) )

put. When the population of tampered-TCPs increases in  Figure 1 depicts the network model that was used for
a network, these tampered-TCP connections may unfairlythe mathematical analysis and simulation experiments. The
mon?Pohze network bandwidth, causing the normal TCPs network model consists of sender and receiver hosts us-
to suffer from low throughput. ing TCP Reno connections, sender and receiver hosts using

1. Introduction
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tampered-TCP connections, two routels (and Rg) with ss(i) N
a droptail buffer, and links interconnecting the hosts and ———— ithcycle———]  Time (RTT)
routers. The bandwidth of the link between the routar
and the routeRp is i Mbps, the buffer size at the rout&n . . . .
is B packets, the propagation delay between the sender and Figure 2. The change in the congestion win-
receiver hosts is sec, the bandwidth of the links between dow size during the i-th cycle
the tampered-TCP _hosts and routerg.isMbps, and that
between the TCP Reno hosts and the routeszisvibps.
There aren, tampered-TCP connections and TCP Reno
gonnections. \We assume that the sender hosts have an "With the same sequence number) and retransmitting them
md'cgzh%rgg; 22 ?Sf gl?gsvé% :Biz/r}ﬂeai\P go%orgé?i%erz] %?Qésmtg&geg S|f the packet losses are detected by the retransmission time-

To evaluate the effectiveness of the tampered-TCP, theOUt, TCP Reno sets its congestion window size to 1 packet

; i i i and change its phase to the slow start phase. On the other
ltg ré)gc?nhepdugg?tlo was introduced as an evaluation metric. It hand, if packet losses are detected by the duplicate ACK

packets route, then TCP Reno sets itS congestion window
__ (Throughput of tampered-TCP) 1) size to half of that just before the packet loss. In both cases,
~  (Throughput of TCP Reno) TCP Reno setS(¢) to half of the congestion window size

Throughput ratio

. . . __. just before the detection of the packet losses.
When this value is greater than 1, the tampered-TCP is said ' The benavior of the tampereg—TCP is almost identical to

to work effectively. that of TCP Reno. However, in the congestion avoidance
g_r]lfase, thﬁ mcrheas_e spTegch);‘ the c%r:gestlon window s&ze is
i - ifferent than that in a eno. The congestion window
2.2 %g}?ﬂor of TCP Reno and tampered size of a tampered-TCP at thigh RTT of thei-th cycle was

defined adV (i, 7). Then, when a tampered-TCP receives
; ; ACK packet, it increases its congestion window size by
When triggered by a packet loss event, TCP Reno will an o LS i
change its congestion window size [11, 12]. Figure 2 shows @ - 1/W:(i, j), that isa times faster than TCP Reno. This
a typical case in a network where both' TCP Reno and behavior can be described as follows:
tampered-TCP connections co-exist. Here, we define the
interval from the {-1)-th packet loss event to tli¢h packet (1.d)= 2Wi (i, 5 — 1), if Wi(i, 5 — 1) < Si(4) 3)
loss event as theth cycle We further divide the-th cy- 77 Wi(i,j — 1)+ a, if Wi(i,j — 1) > Si(i)
cle into RTTs and consider the congestion window size for
each RTT. The congestion window size of TCP Reno at the,ynere 5, (4) is an ssthresh value of the tampered-TCP in
j-th RTT of thei-th cycle is defined ab'g (i, 7). the i-th cycle. When packet losses occur in the network,
The congestion control mechanism of the TCP Reno the tampered-TCP detects and retransmits them in the same
CO”S_lStS of two phases: the slow start phase and the COnNway as a TCP Reno. However, when packet losses are de-

gestion avoidance phase. For each phase, TCP Reno usggcied by duplicate ACK packets, the tampered-TCP sets its
a different algorithm for increasing the congestion window ngestion window size t6 (0.5 < 3 < 1) times of that

size. In the slow start phase, TCP Reno increases its win-jst hefore the packet loss. In both cases, the tampered-TCP

dow size by one packet on receiving an ACK packet. On the X : : : o
other han(}: in the congestion avoidance phgse, TCP Ren@®tS:(¢) to § times of the congestion window size just be-
ore the detection of the packet losses.

increases its window siz@/y (4, j) by 1/Wg (i, j) packets
when it receives an ACK packet. Focusing on the change of
the congestion window size in every RTWg (i,j) canbe 2.3 Analysis
derived as follows:

. . . , In the analysis, the cyclic changes in the congestion win-
WR(i7j):{ 2Wg(i,j — 1), if Wr(i,j —1) < Sr(i) (2) dow size for tam e_rec}/—'l_'CP ang TCP Reno connections
' Wr(i,j— 1)+ 1, if Wr(i,j —1) > Sr(7) were modeled as being triggered by packet loss events (Fig-

ure 2). Thus, the average throu%h ut values can be cal-
whereSg (i) is an ssthresh value in thieth cycle at which  culated. It was assumed thai TCP Reno connections
TCP Reno changes its phase from the slow start phase td€ehave identically, and that, tampered-TCP connections
the congestion avoidance phase. also behave identically. Note that this assumption is reason-
When packet losses occur in the network, TCP Reno de-able when a drqptall buffer IS used at the bottleneck link.
tects them either by a retransmission timeout or by receiving  The congestion window sizes at the beginning of the
triple duplicate ACK packets (three or more ACK packets th cycle, corresponding td/g (¢, 1) andW, (¢, 1), are equal



to those at the end of the-{)-th cycle. The congestion Let us now consider the congestion window size of the
window sizes of both connections ?row according to Equa- tampered-TCP during a packet loss event. From empir-
tions (2) and (3). When the sum of the congestion window ical results, the average number of dropped packets in a
sizes becomes larger than the bandwidth-delay product oftampered-TCP connection at the end of thil cycle is

the network ¢7u here), then the excess packets begin to approximated ad);(i) = a. This equation means that
accumulate at the router buffer. Finally, packet losses occurtor 3 tampered-TCP connection, timeout never occurs when

losses occur at the(i)-th RTT of thei-th cycle, the follow-  we derive the evolution of the congestion window size of

ing equations are satisfied: a tampered-TCP in théth cycle for the two cases where
the ¢ — 1)-th cycle ends with and without a retransmission
nrWr (i, L(i) — 1) +nW; (i, L(i) — 1) < 27 + B timeout.

nrWgr (4, L(7)) + neWy (i, L(3)) > 2T7u+ B 4 In case of no timeout (v < 3) In this case, the-th cycle
rWa(i, L(3)) «Weli, L(3)) s ) begins with a congestion avoidance phase. At thB){th

Then,L(:) is given by: cycle, since the number of dropped packets in the tampered-
TCP connection i (i — 1) = «, the tampered-TCP re-
L(i) = (2t + B) —ngWr(4,1) + ngWe (4, 1) 5) transmitsa: packets. Thus, the congestion window size at
- Ny + ng the beginning of theé-th cycle, W, (i, ), is given by:

Since D(i) denotes the number of dropped packets due to Wi(i,1) = gWi(i — 1, L(i — 1))
buffer overflow at the end of theth cycle, thenD(i) is From Equation (3)I¥.(4, j) is derived as follows:

given by: Wi(i,j) = BWi(i — 1, L(i — 1)) + aj ()

D(i) = nrWr (i, L(4)) + neW (i, L(i)) — (270 + B)

In case of timeout ( > 3% In this case, since timeout
Furthermore, the number of dropped packets in eachoccurred atthe end of thé-{)-th cycle, the-th cycle begins
TCP Reno connection is denoted By (i) and in each with a slow start phase. Since the number of the dropped
tampered-TCP connection Ly, (i). By assuming that the pacrlfets Iln a tampered—TCPhconnecuondat the end ofithe (
ratio of Dg (7) and Dy (%) is equal to the ratio of their con- 1)-th cycle isDy (i —1) = o, the tampered-TCP retransmits

: ; : . _the first 2 packets by detecting duplicate ACKs. Thus, the
gestion window sizes at the packet loss events, the followinggsihresh value is given by Equation (6), and the congestion
equations can be derived: window size at the beginning of theth cycle is 1.

By assuming that the slow start phase of iké cycle

Wr (i, L(i)) ends at thess(7)-th RTT, the congestion window size at the

Dr(i) = nrWr (i, L()) + ngWi (i, L(i))D(i) j-th RTT of thei-th cycle,W, (i, j), is derived as follows:
R C o] 27 if § < ss(i)
Dt(l) _ Wt(laL(Z)) D(Z) Wt(la]) - { 9s5(1) +C¥(j _ SS(Z)), lfj > SS(Z) (8)

nrWr (i, L(2)) + ne Wi (i, L(7)) _
. . . . Here,ss(i) can be calculated from Equation (3) as follows:
Next, the congestion window size of each connection

just after the packet losses was derived. In this analysis, ss(i) = |lo 2We(i—1.L(i—1 9
since it can be assumed that droptail routers are used, the (_) [Log2(5"Wi( L )))J_ ©
packets are dropped due to buffer overflow at the roltter ~ From Equations (7)-(9); (4, j) can be determined as fol-
In a bursty fashion. Thus, we assumeiD$ 1. When lows:
three or more packets are dropped within a TCP connec-
tion window, the first two packets are transmitted by t?ﬁ (3, ) = BOWi(i—1,L(i—1)) +aj, fa<3 (10),
fast retransmit algorithm, followed by a timeout and theht\*J) = BW(i —1,L(i — 1)) + alj — ss(i)], if @ >3
the retransmission of the remaining packets [13]. Since ’ ' -
the tampered-TCP behaves the same as TCP Reno during Finally, the average throughput for TCP Reno and
a packet loss event, the congestion window sizes of TCPtampered-TCP connections based on the congestion win-
Reno and tampered-TCP connections after the first packetiow size evolutions was derived. In order to determine this,
retransmission are determined by: the queuing delay at the bottleneck link buffer is needed to
gbtaln t#e preck;se V?Iue OEjRTTSk in the ;]FCIE; %onnecttrllons.
R _ Wa(,L3) R _ . 7y Since the number of stored packets in the buffer atjthe
Wi (i, L(i) +1) 5 Wi, LG) + 1) = AW (0 L)) {0 RTT of thei-th cycle is given bymaz((naWa (i, ) +
Similarly, the congestion window sizes after the second re- "t WVe(i. /) =274), 0), the queuing delay)(i, j), is derived
transmission are determined by: as follows:
- maz((ngWr(4,5) + neWi(4,4) — 27p),0)
Wi(i, L(3) +2) = YRELOED Wi, 1) +2) = WG, 1) + 1) 09) = r

After the second retransmission, the retransmission timeou g;ﬁr%fr%rngtg% agsrage throughput of TCP Remoand
occurs, each connection sets its congestion window size t P K
1, and the values of ssthresh are updated as follows: < S W (i) S22, A W)

PR= S SEDQlgren” PP T S £ X0 Q) +27)

Sr(i+1) = WelbLOF2) g (; 1 1) = BW, (i, L(i) +2)  (6)
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Figure 4. Analysis and simulation results for

throughputratio (- ngr = 10,n¢ = 1, u = 50Mbps) all of the parameter regiomy( 3), except for the case when

« is smaller than 3 and is around 0.9.
Figure 4 shows the results whety is increased to 10
. . . . . andy is increased to 50 Mbps. This setting is more realis-
3 Simulation experiments and discussions tic since it assumes that there are many normal TCP Reno
connections and relatively few tampered-TCP connections.
Once more, the analytical results are almost the same as the

sented that confirm the accuracy of the mathematical anal-Simulation results. As before, the tampered-TCP does not

ysis developed in the previous section and, then, the charVork forgnostdof theh@, f) plaramiateréegion.l The next ?Ub'
acteristics of the tampered-TCP based on the mathematic f’ﬁﬁoqh e hauic rt ?tﬁna;yrtrllca o T(S:'Q%‘narﬂo? fires ﬂs o
analysis and the simulation results are discussed. In the simbP!&INs the behavior of the tampered- ore detail a

ulation experiments, the network model shown in Figure 1, "€veals why the tampered-TCP is so ineffective.

whereur = py = 100 Mbpsd the propagation delays of o s

the links between the sender/r_eceﬁler hosts and routers are-2 Characteristics of tampered-TCP
all set to 5 msec, the propagation delay of the link between . . . . .
the routers is 10 msec, the packet size is 1500 Bytes, and_This section helps to explain the ineffectiveness of the
the buffer size of the bottleneck link is twice the bandwidth- t@mpered-TCP by presenting the relevant analytical results,
de|ay product between the Sender and receiver hosme Wh|Ch Were Conﬂrmed by Slmu|atIOI’lS. .Furthel’mo_l’e, the as-
increase ratio of the congestion window size of tampered- sumptions of the mathematical analysis were validated.
TCP, was varied between 1 and 20, whilethe decrease

ratio of the congestion window size of the tampered-TCP, L

was varied between 0.5 and 1. The simulation time was3-2.1 Sensitivity toa and 3

60 seconds. We used a ns-2 [14] for the simulation experi-

In this section, first, simulation experiments are pre-

ments In this subsection, a single TCP Reno connection co-exists
' with a single tampered-TCP connectiang( = ny = 1),
3.1 Confirmation of analysis results and the bottleneck link bandWIdﬁhIS setto 10 l\/lbpS

Figure 5(a) plots the change of the average throughput of
Figure 3 shows the change in the throughput ratio, de-the TCP Reno and the tampered-TCP connection for both
fined by Equation (1), as a function of and 3, where  the analytic and simulation cases as a function of the value
ng = ny = 1 andyp = 10 Mbps. Both the analytical of a« wheng is set to 0.5. We show both of simulation and
and simulation results were plotted. This figure confirms analysis results in this figure. A sharp decrease in through-
that the mathematical anal)r]sis presented in the previous secput occurs for the tampered-TCP wheris larger than 2.
tion gives a precise throughput ratio estimation. As well, it Furthermore, further increasesdncause the throughput of
can be seen that the tampered-TCP fails to obtain a largethe tampered-TCP connection to gradually degrade, due to
throughput compared with the normal TCP Reno for almost an increase in the number of dropped packetsiasreases.
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Figure 5(b) shows the results whgns increased to 0.9,

the increase ratio is larger than 2 packets per RTT, TCP re-
transmission timeouts occur frequentlg,.and the throughput

diminishes sharply. It was also established that lowering

the decrease ratio is beneficial whenever the increase ratio is
smaller than 3. However, it was demonstrated that the effec-
tiveness rapidly decreases if there are too many tampered-
TCP connections, which even use the well-configured pa-

rameters. )

One possible way to increase the throughput of the
tampered-TCP is to enable the TCP’s SACK option [16].
Thus, we are now evaluating the effectiveness of the SACK
option. Preliminary results show that it can effectively in-
crease the performance of the tampered-TCP. Therefore,
network mechanisms, and not endhost mechanisms, need
to be introduced in order to maintain the fairness property
currently found on the Internet. The search for this mecha-
nism will form the basis of our future work. We also plan to
investigate the performance of tampered-TCP in the actual

which means that the tampered-TCP decreases the windowWnternet environment.

size by onl¥ 10% when a packet loss occurs. This figure
shows that fory smaller than 3, the tampered-TCP achieves
larger throughput than the TCP Reno connection. However,
asa increases above 3, a situation with a cause similar to [1]
that seen when i = 0.5 occurs. Thus, the results suggest
that increasing’ is effective in increasing the performance
of tampered-TCP. However, anygreater than 3 cancels the 2]
effectiveness that may have been gained from an increase in
By comparing Figures 3 and 4, the parameter region 3]
where the tampered-TCP is effective does not become so
larger when the link bandwidth becomes larger. This sug- [4]
gest that TCP variants for high-speed and IonP;dlstance net-
work such as HSTCP [15] may not work well'in such net-
works. Furthermore, with parameter sets in the effective re- [5]
ion, it is obvious that original TCP Reno flows suffer from.
ow throughput when co-existing such high-speed TCP vari-
ants. Therefore, we need to consider fairness property of

such TCP variants and original TCP Reno when we deploy (6] 20

high-speed TCP variants in the actual networks.

3.2.2 Effecton the throughput ratio for tampered-TCP [71
connections

It has been shown that a tampered-TCP is not effective in
most of the parameter regiorn,(3). However, the results (8]
from the previous subsections suggest that wheraround
2 andg is increased to about 0.9, higher throughput is ob- g
tained by the tampered-TCP. This subsection considers the
situation where sucklvell-configuredtampered-TCPs pro-  [10]
liferate in a network, and thus diminish its effectiveness.

Figure 6 shows the change in the throughput ratio when
there is an increase in the ratio of the number of tampered-
TCP connections to the total number of TCP connections
in the network. The results are plotted for the following 2 1]
cases: (1) The total number of connections is 11,ard10
Mbps, and (2) The total number of connections is 110 and

= 50 Mbps. o = 2 andg = 0.9 were used for tampered-
%CP connections, which are the best values determined in12]
the previous subsections. This figure shows that as the num-
ber of tampered-TCP connections increases, the effective-
ness sharﬂly diminishes. In the case of 110 connections[13]
the throughput ratio decrease below 1.0, which implies that
using a tampered-TCP leads to self-destruction in its perfor-
mance. [14]
4 Conclusion and future works 1]

In this paper, the performance of the tampered-TCP, [16]
which change the increase and decrease ratio of the conges-
tion window size, was evaluated. It was shown that when
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