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Abstract In our research group, we ]proposed transport-layer ap-
;])_roaches for achieving QoS for such applications.  Since
CP controls the data transmission rate according to the
network condition (con%e_stl_on level), we believe that the
transport-layer approach is ideal for prowdln% high-quality
data transmission services. Furthermore, by implement-
ing the mechanism into TCP, rather than introducing a new
transport-layer Iorotpcpl or modifying UDP, we can accom-
odate several existing TCP-based applications transpar-
ntly , and we can minimize the degree of modification to
ovide predictable throughput. o )
In the present paper, we focus on achl_evmgl_predlctable
throughput by TCP connections. Essentially, TCP cannot

high. We herein present the evaluation results for the pro- 0Ptain guaranteed throughﬂut because its througg{gut is de-

i ; e ; ; dent on, for example, the Round Trip Time T) and
posed mechanism obtained in simulation experiments and?€" I : )
confirm that the proposed mechanism can assure a TCIgfhe packet loss ratio of the network path and the number

throughput if the required bandwidth is not so high com- Of co-existing flows [1]. Therefore, we intend to increase
ared 1o the hysical bandwidth, even when othergordinary the probability at which a TCP_ connection achieves the
CP (e.g. TBP Reno) connections occupy the link. throughput required by an upper-layer application, while
’ preserving the fundamental mechanisms of congestion con-
trol in TCP. In other words, bpredictable throughputwe
mean the throughput required by an upper-layer application
1 Introducti which can be provided at high probability when network
ntroauction congestion level is not so high. Inthepresentgaper, we pro-
pose the congestion control mechanism of TCP for achiev-

; the required throughput in high probability, regardless
The demand by Internet users for network quality has Ing ; :
increased due to services becoming increasingly iversi—-mc the network congestion level. We modify tKe degree of

[ - 10 f the congestion window size of a TCP connection
fied and sophisticated because the remarkable degree tmcreaseo : ; ; ; mati
which the Internet has grown, which is due in part to ac- the congestion avoidance phase, by using the information

cess/backbone network technologies. Applications involy- 01 the available bandwidth of the network path obtained
ing real-time media delivery serw%es, su%% as WolIP, video by Inline Measurement TCP (ImTCP) [2], which has been

: d ; . roposed by our research group. The application examples
streaming and TV meeting system, which require large andP -8 ! ; ;
stable amounts of netwo?k resources in order to maintainmct € proposed mechanism mcFude TCP-based video/voice

; ; ; . delivery services, such as Windows Media Player [3], and
83&"% %feagggﬁf’g’m@o':sg’z Qfgﬁ]géf’?ﬂgngﬁgng ((j)?arrgglt!c Skype [4]. We also show that we can control the sum of the

; : ; Pgler L throughput of multiple TCP connections, by extending the
time streaming delivery applications is highly dependent on : ; - :
propagation dgelay oS derl)gyjitter. e e bandwidth mechanism for one TCP connection. This mechanism may

: d be used in the situation in which a stable throughput should
on the end-to-end network path is also an important factor ; ;
in order for rich contents, including voice and video, to be be provided for the network traffic between two local area

: networks interconnected by IP-VPN.
provided smoothly. - The proposed mechanism is evaluated by simulation ex-
Some video streaming applications use User Datagramneriments using ns-2 [5]. We confirm that the pro osed
Protocol (UDP) as a transport-layer protocol, and control jaachanism can achieve a TCP throughput of 10%-20% of
the data transmission rate by the application program, ac-the hottleneck link capacity even when the link is highly

cording to the network condition. However, these mech- congested and there is littlé available bandwidth.
anisms have a large cost when modifying the agpllcanon

program for achieving the application-specific QoS require- )

ments, and the parameter settings are very sensitive to var2 Proposed Mechanisms

ious network factors. Furthermore, when such aBpIications

co-exist in the network and share the network bottleneck . . .
resources, we can not estimate the performance of the net- Figure 1 shows an overview of the proposed mechanism.
work or that of the applications, because the control mech-We assume that an upper-layer application séndgack-
anisms of such applications are designed and implementects/sec) and (sec) to the proposed mechanism, which is
independently, without considering the effect of interactions located at transport-layer. This means that the application
with other applications. requires average throughput at every interval of sec in

_ The demand of Internet users for diversified services has
increased due to the rapid development of the Internet, and
applications requiring QoS guarantee, such as real-time
media delivery services, have become popular. Our re-
search group has roposed_transport—la)&er approaches to
provide such high-level quality of network services. In the
present paper, we propose a congestion control mechanis
of TCP for achieving predictable throughput. It does not
mean we can guarantee the throughput, while we can pro-P'
vide the throughput required by an upper-layer application
at high probability when network congestion level is not so



TCP data transmission, and the proposed mechanism trie2.2 Achieving the target throughput by
to achieve this demand. Note that by implementing the pro- changing the congestion window size

posed mechanism, we also need to modify the socket in-
terface to pass the value of required throughput from the

upper-layer application to TCP. Hery is the required Although it may seem that one simé)le method by which

h h d the time i lis referred neal to achieve the target throughput by TCP would be to fix the
throughputand the time interval is referred to as U-  _congestion window size to the product of the target through-
ation slot as shown in Figure 1. We change the degree of 5t 3nd RTT and to keep the window size even when packet
increase of the congestion window size of a TCP connec-|osses occur in the network, such a straightforward method
tion to achieve a throughput ofv everyt sec. Note that  would introduce several problems in the network conges-
in the slow start phase, we use a mechanism that is identitjon that could not be resolved. In addition, such a method
cal to the original TCP Reno, i.e.. the proposed mechanismwould result in severe unfairness with respect to co-existing
changes the behavior of TCP only in the congestion avoid- connections using the original TCP Reno. Therefore, in the
ance phase. By minimizing the degree of modification of proposed mechanism, the degree of modification of the TCP
TCP source code, we expect that the original property of congestion control mechanism is minimal in order to main-
the congestion control mechanism can be preserved. Waain the original properties of TCP. This means that the de-
can also reduce the introduction of implementation bugs by gree of the congestion window size is increased only in the
basing on the existing TCP source code. congestion avoidance phase of a TCP connection. This does
Also, we do not c_han?e the degree of decrease of thenot modify the TCP behavior in the slow start phase or when
congestion window size from the original TCP (=0.5) and a TCP connection experiences packet Ioss(esé. )
we describe in 2.2.2 that the proposed mechanism sets the In the proposed mechanism, the sender TCP updates its
degree of increase of the congestion window size to 1 whencongestion window sizewnd in the congestion avoidance
the network is not congested. Thus, the proposed mechaphase according to the following equation when it receives
nism can perform fairly with the original TCP connection an ACK packet ?rom the receiver chlP:
when the network has sufficient residual bandwidth.

Since the proposed mechanism changes its behavior in

units of the Round Trip Time (RTT) of the connection, we cwnd « cwnd + cwnd @)
introduce a variable ast = e - rtt, wherertt is the RTT
value of the TCP connection. where is the control parameter. From the above equa-

In what follows, we first introduce the calculation tion, we expect that the congestion window size increases
method of target throughput in each evaluation slot in Sub- by k packets in every RTT. The main function of the pro-
section 2.1 and propose an algorithm to achieve the requiredyosed mechanism is to regulatedynamically and adap-
throughput in Subsection 2.2. tively, whereas the originaPTCP Beno uses a fixed value

of kK = 1. In the rest of this subsection, we explain how to
. changek according to the network condition and the current
2.1 Calculating target throughput throughput of the TCP connection.

We split an evaluation slot into multiple sub-slots, called 2-2-1 Slinzcereasing the degree of the congestion window
control slots to control the TCP behavior in a finer-grained
time period. The length of the control slot is(RTT), Here, we derivei’™, which is an ideal value for the de-

wheres is 2 < s < e. We set the throughput value we : . : :
intend to achieve in a control slot, which is referred to as gfg]eA%&ncgiﬁgteigfrérggi\?gg %ﬁﬁﬂewggd?r‘]’\r’“ﬁ'z%f"mgn the
thetarget throughpubf the control slot. We change the tar- J P peginning

control slot, so that the TCP connection achieygsf the

et throughput in every control slot and regulate the packet o
fansmission speed in order to achive the target thprough-"’“’erage throughput. For achieving the average throughput

put. The final goal is to make the average throughput in 9: in thei-th control slot, we need to transnfi; - srtt; - s)
the evaluation slot larger than or equalbto, the required ~ Packets in £ - srtt;) sec. However, since it takes one RTT
throughput. to r(:f(celve tge AC pac|:(ket colrrespondmg to th%l transmltt?(d
t, and since it takes at least one RTT to detect packet
We use the smoothed RTT (sRTT) value of the TCP con- PA¢KEYL . . ,
nection to determine the lengths of the evaluation slot and 2SS @nd retransmit the lost packet, we intend to transmit

the control slot. That is, we set the length of thth con- (i - § - s7tt;) packets in (s — 2) - srit;) sec.
trol slot to s - srtt;, wheresrtt; is the sSRTT value at the We assume that the sender TCP receivegj#tie ACK

beginning of the-th control slot. At the end of each control packet at the:;-th RTT from the beginning of the control
slot, we calculate the achieved throughput of the TCP con-slot, and the congestion window size at that timeuisd,, ..

nection by dividing the number of successfully transmitted sjnce the congestion window size increasesk ckets
chets in the control slot by the length of the control slot. eyery RTT, we can calculatg,,.q, the number of packets
(pgéﬂgtnslsseetct)r’]%ga}ro %vsngUthUt of thth control slot; thatwould be transmitted if we ugg" for kin Equation (1)
in the rest of the control slot, the length of which is{2 —
n;) - srtt; Sec:
{ gi = bw + (gi—1 — tput;_1)
go = bw Lbw
Psnd = (8 —nj — 1)cwnd,; + JT(S —n; —1)(s —ny)
wheretput; (packets/sec) is the average throughput ofthe
th control slot. This equation means that the target through-On the other handp,..., i.e., the number of packets that

put of thei-th control slot is determined according to the should be transmitted in order to obtajy is calculated as
difference between the target throughput and the achievedollows:

throughput in the€i — 1)-th control slot. Prneed = §i - STt - s — a;



wherea; is the number of transmitted packets from the be- a new ACK packet:
ginning of the control slot to whejrth ACK packet is re-

ceived. Then, we can calculaﬁ?’” by solving the equation A - srit; — cund _
Dend = Pree foT KV 1 _ o (Ve{(l <z <)V (tputy < gu)}) (3)
s nee 7 maz min(A+ (g; — avgA;_1), P) - srit; — cwnd

(Fz{(1 <z < i) A (tput, < g2)}) (4)
2{g; - srtt; - s —aj — (s —nj — 1)cwnd,, }
(s—n; —1)(s —n;) @ whereA and P (packets/sec) are the current values for the
J J available bandwidth and physical capacity as measured by

) , IMTCP,avgA; is the average available bandwidth in thi
In the proposed mechanism, we use the above equation t@ontrol slot.

updatek for Equation (1) when the sender TCP receives a
new ACK packet. 2.3 Length of the control slot

bw __
kv —

S . . In general, the length of the control slot) (controls
2.2.2 Limitation of k based on the available bandwidth the trade-off re|ations%ip between the granuﬁarity. of the

. . L _ throughput control and the influence on the competing traf-
By using Equation (2) for determining, the degree of in-  fic. For example, if we use a small value farit becomes
crease of the congestion window size becomes too largeeasier to obtain the required throughput because we update
when the current throughput of a TCP connection is far be- the target throughput, more frequently. On the other hand,
low the target throughput. Values éfthat are too large  the smaller value ot means that the congestion window
would cause bursty packet losses in the network, resultingsize is changed so drastically that we achieve the average
in a performance degradation due to retransmission time-throughput in smaller control slot, which results in a larger
outs. On the other hand, when the network has sufficienteffect on other competmg traffic. Therefore, we should set
residual bandwidth, the degree of increase of the conges-s to be as large as possible, while maintaining the required
tion window size in Equation (2) becomes smaller than 1. throughput, adoptively to network condition.
This results in a lower throughput increase than TCP Reno.  The algorithm is based on the following considerations.
Therefore, we limit the maximum and minimum values for First, when the proposed mechanism has not obtained the
k, which are denoted b¥,,,.. andk,,,, respectively. We target throughput although we skt... by using Equa-
simply setk,,;, = 1 to preserve the basic characteristics tion (4), we halves in order to achieve the target through-
of TCP Reno. On the other hand, we shouldisgt.. such put. Second, when the proposed mechanism has achieved
that bursty packet losses are not invoked, whereas the tarthe target throughput with,,,,,, calculated by Equation (3)
get throughput should be obtained. Thus, we detidg, and the congestion window size is satisfied withnd >
according to the following considerations. _ bw-srtt;, we can expect that the proposed mechanism could

First, when the proposed mechanism has obtained theachieve the target throughEI>_ut even when we increase the
target throughput in all of the control slots in the present length of the control slot. Therefore, we doublen the
evaluation slot, we determine that the available bandwidth next evaluation slot.
of the network path would be sufficient to obtain the target
throughput of the next control slot. Therefore, we calculate
ke SO as to avoid packet losses by using the information
of the available bandwidth of the network path. Here, the ) : , ,
information about the available bandwidth of the network _ In this subsection, we depict the mechanism that controls
path is estimated by ImTCP [2], which is the mechanism the sum of the throughput of multiple TCP connections,
of inline network measurement. ImTCP measures the avail-by extending the mechanism in Subsections 2.2 and 2.3.
able bandwidth of the network path between sender and redn this mechanism, we assume that multiple TCP connec-
ceiver hosts. In TCP data transfer, the sender host transtions are maintained at transport-layer proxy nodes such as
fers a data packet and the receiver host replies to the datd CP proxy [6], and the throughput is controlled at the proxy
gacket.wnh an ACK packet. InTCP measures the availablenodes (Figure 2). The proposed mechanism is intended to

andwidth using this mechanism, that is, InTCP adjusts theachieve the required throughptity, of the sum of multiple
sending interval of data packets according to the measure-TCP connections at everysec interval, and the multiple
ment algorithm and then calculates the available bandwidthTCP connections use the same values for the length of the
by observing the change of ACK arrival intervals. Because evaluation and control slots, which are set based on the min-
IMTCP estimates the available bandwidth of the network imum sRTT measured by the sender-side proxy node. Here,
ﬁ)_ath from data and ACK packets transmitted by an active the sender-side proxK_node can identify the number of active

CP connection in an inline fashion, IMTCP does not inject TCP connections. This assumption is natural when we use
'eXFZ? traffic into the network. ImTCP is described in detail e7pr|C|t proxy mechanisms such as TCP proxy and SOCKS
in [2]. .

Next, when the proposed mechanism has not obtained _To determinek in Equation 21; for each connection, we
the target throughput in the previous control slot, the pro- ¢an simply extend Equation (2) to multiple TCP connec-
posed mechanism will not obtain the target throughput in tions as follows:
the following control slots. We then skt, ... S0 as to obtain .

a larger throughput than the available bandwidth of the net- .. 2{(g; - srtt; - s — a;*™)/Npm — (s — n; — 1)cwnd,” }
work Bath. This means that the proposed mechanism wouldk;” = (s—n; —1)(s—n,)
steal bandwidth from competing flows in the network in or- J J

der to achieve the required bandwidth by the er-layer
applicationl, Y au M Y HPR y wherea;"™ is the sum of packets that TCP senders have

In summary, the proposed mechanism updaigs. by sent Wheﬂ receiving thj}th. ACK, and Ny, !S the number
using the following equation when the sender TCP receivesof the active TCP connections. We use this equation for all

2.4 Maintaining multiple connections
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Figure 1. Overview of the pro- Figure 2. Mechanism for multi- Figure 3. Network model for
posed mechanism ple TCP connections simulation experiments

TCP connections. This equation means that the degree otompared to that of TCP Reno connections. This is be-
the increase of the congestion window size is calculated bycause, in this case, it is impossible to obtain the required
distributing the number of packets needed for achieving thethroughput with the identical behavior to TCP Reno, due

target slot to the active TCP connections, to the increase in the amount of competing traffic. Conse-
qguently, the proposed mechanism changes the degree of in-
3 Simulation Results and Discussions crease of the congestion window siZg in order to achieve

the required throughput.

: ; ; Furthermore, the results after 10 seconds with 40 TCP

- Inlth{l_s section, we fvaluate thez plr:onseg rT;]echamsm btyReno connections show that the confqestion window size of

simulation experiments using ns-z. Figure 5 SNOWs the nel-tha nroposed mechanism increases faster than that of previ-
work model. This model consists of sender/receiver hosts, \s"cases. and that the length of control sipts changed

two routers, and links between the hosts and router. We ; nds
! . : to a smaller value. This result indicates that the proposed
set the packet size to 1,000 Bytes. The bandwidth of the achanism controls its congestion window size with a

bottleneck link is set to 100 Mbps (which corresponds 10 gajier length of the control siot to obtain required through-

12,500 packets/sec), and the propagation delay Is 5 mseqyt"hecause sufficient throughput cannot be achieved b
A Drop‘lpall discipline is deployed at the router g“ﬁer and C&erely changing the degreegofpincrease of the congestio%
the buffter Sz IS steht to 100 p&(ljckets.h The n_umbecrj ?r‘: TCPyindow size. As a result, the proposed mechanism can ob-
connections using the proposed mechanisiijs, andthe  {5in the required throughput even when there are 40 com-
number of TCP Reno connections, for creating backgroundpeting TCP Reno connections. Thus, we have confirmed
traffic, is Vieno. The bandwidth of the access links Is set that the proposed mechanism can effectively obtain the re-
to 1 Gbps, and the propagation delay is 2.5 msec. For theguired throughput by changing the degree of increase of the

roposed mechanism, we set= 32 RTT (e = 32) forthe  congestion window size and the length of the control slot
ength of evaluation slot. Here, 32 RTT corresponds to ap- according to the network congestion level.

roximately 1 sec in this network model. In additianthe We next show the relationship between the performance
ength of control slot, is initialized ta6. of the proposed mechanism ang the number cl)Df co-existing
. TCP Reno connections in greater detail. WelSgf, = 1,
3.1 Case of one connection andbw is 10% (1,250 packets/sec) and 20% (2,500 pack-
ets/sec) of the bottleneck link capacity. Figure 5 shows the
We first evaluate the performance of the proposed mech-ratio of the number of evaluation slots in which the pro-
anism for one TCP connection. In this simulation, we set posed mechanism obtains the required throughput to the to-
Npm = 1, andbw is 2,500 (packets/sec), which is equal tal number of evaluation slots in the simulation time. In
to 20% Of the bott|eneck ||nk Capacity_ To Change the con- th|S S|mu|at|0n eXpeI’Iment, the S|ml.,_||a.t|0n time Is 60 secC-
gestion level of the network, we chan@&... to 1, 10, 40  onds. For the sake of comparison with the proposed mech-
every 5 seconds. Figure 4 shows the changes in the congeg2fism, we also show the simulation results obtained usin
tion window size, the average throughput, and the length of T CP Reno (labeled as “Reno”) and modified TCP (labele
the control slot of the TCP connection with the proposed @S “constant”), which uses a constant congestion window
mechanism. In this figure, the vertical grid represents the Size ofbw - srtt,,;,, (packets) even when packet drops oc-
boundaries of the evaluation slots. cur. Here srtt,,;,, 1S the minimum sRTT value for the TCP
The results for 0-5 seconds shown in Figure 4(a) show connection.
that when one TCP Reno connection co-exists with a TCP  Figure 5 indicates that the original TCP Reno can obtain
connection of the proposed mechanism, the proposed mechthe required throughput for 100% of evaluation slots when a
anism can obtain the required throughput while performing few background connections co-exist, because the original
almost equivalently to TCP Reno. In this period, the avail- TCP Reno fairly shares the bottleneck link bandwidth with
able bandwidth is sufficiently large to obtain the required all of the connéctions. However, when the number of co-
throughput, because there are only two connections in theexisting connectionsN;.,,) increases, TCP Reno cannot
network that have capacities of 100 Mbps. Thus, the pro- obtain the required throughput because it shares the band-
posed mechanism sets= k,,;,, (=1), resulting in the fair- width with numerous connections. We can also observe that
ness with the TCP Reno connection being maintained. the TCP with constant window size cannot achieve the re-
The results for 5-10 seconds, in which case there are 10quired throughput whew,.,,, is larger than 10. In this sit-
TCP Reno connections, we observe that the proposed mechdation, the network congestion cannot be resolved because
anism has a faster increase in the congestion window sizehe congestion window size is not decreased even when
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of control slot

packet losses occur in the network. Compared to the above]t:){robability even when the number of the co-existing TCP
mechanisms, the proposed mechanism can obtain the reReno connections increases. This is because the ﬁ)roblem
quired throughput with high probability even when several of the proposed mechanism for one connection is solved by
connections co-exist in the network. This means that the sharingk,,, ... with the multiple connections, as described in
Broposed mechanism can control the trade-off relationshipSubsection 2.4. In addition, the performancefgs, = 10
etween the aggressiveness of the proposed mechanism angd petter than that folV,,, = 5 to achieve the required

the degree of influences on competing traffic. throughrput. This is because the effect of shatipg,. be-
comes larger when a larger number of connections is ac-
3.2 Case of multiple connections commodated.

Next, we demonstrate the performance of the proposed? ~Conclusion

mechanism for multiple TCP connections described in Sub-

section 2.4. In the simulation, we establish multiple TCP  In the present paper, we focused on upper-layer applica-

connections between Sender 1 and Receiver 1 in Figuretions requiring constant throughput, and proposed the TCP

3ﬁ andhthe pfrorp])osed mechanism at Sender 1 cz‘ontrlgls th@r?nge?]tmn cqrrlltrol rgr_1ehchanlbsn'tlJ_If_or ac_:l_hhlevm the r?qulred

throughput of the connections. We $et = 2,500 (pack- throughput with a high probability. rough simulation

ets/sec),Np,m= 5 and 10. This setting means that a total evaluations, we demonstrated that the proposed mechanism

e A Lk A A A G

5 or 10 TCP connections. The maximum value of the con- . :

gestion window size of co-existing TCP Reno connections bandwidth of the network path, and that the extended mech-

is 100 packets. Here, we assume that the TCP sender hogthism performs effectively to provide the required through-

knows the current information on the available bandwidth Put for multiple TCP connections. . I

and physical capacity of the network path. This assumption __In future studies, the proposed mechanism will be im-

S.necEssany dn ot o opus on evalvaing the algofitm PN on Sclis Yo, 20,15 periomance e

escribed in Subsection 2.4. L : . .

~ Figure 6 shows the percentage of the number of evalua-complicated than a simulation environment.

tion slots in which the proposed mechanism can obtain the
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