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Abstract—Recent measurement studies on the Internet topol- evaluate the distribution of link utilizations from the view
ogy show that connectivity of nodes exhibits power-law attribute, point of structual properties. In addition, since the optimal
but it is apparent that only the degree distribution does not .\ ting ysually takes huge time to obtain the solution, we also

determine the network structure, and especially true when we ; | heuristi fi thod the t o
study the network-related control like routing control. In this ~€X@mine several heunsuc routing methods on the topologies.

paper, we evaluate the optimal routing and several routing FOr this purpose, we propose a heuristic routing method that
methods on the ISP router level topologies where degree dis- achieve near—optimal throughput in power—law networks. Our
tributions follow power-law. We then examine how structural heuristic routing method is based on the technology constraints
characteristics of topologies affect the network performance. The of IP routers [10]. The evaluation results show that our routing

evaluation results show that the optimal routing method in a . . . .
topology obtained by a modeling method considerably increases method reduces the maximum link utilization about 1/3 in

network throughput. However, the optimal routing method in ISP~ the ISP topology. More importantly, the results show that the
topologies cannot achieve high network throughput as observed distribution of the link utilizations with our routing method is

in the modelin_g-based topology. Our results also show that our sjmilar to that of the optimal routing method.
proposed routing method achieves almost the same network  1hig naper is organized as follows. In section Il, we propose

throughput to the optimal routing method in power-law networks, . - .
and more importantly, it exhibits the similar distribution of link ~ N€&r—optimal heuristic routing method based on the technology

utilization. constraints of IP routers. In section Ill, we evaluate the
minimum hop routing, optimal routing, and our proposed
. INTRODUCTION routing on router—level ISP topologies. Section IV concludes

Recent measurement studies on Internet topology shtve paper.
that connectivity of nodes exhibits the power—law attribute
[1]. That is, the probabilityp(k) that a node is connected
to k£ other nodes followsp(k) ~ k~7. In recent years, a
considerable number of studies have investigated power—lawOwing to the technology constraint of routers, the degree
networks whose degree distributions follow the power—laef nodes and the capacity of links that are connected to the
[2]-[6]. A theoretical examination of the characteristics of theode are highly correlated. That is, when the degree of the
power—law network is presented in Ref. [7]. It also present®de is small, a link that is connected to the node can have
a Barabashi—Albert (BA) model in which the topology grows large capacity. On the other hand, when the degree of the
incrementally and links are placed based on the connectivitpde is large, the capacity of corresponding links has to be
of the topologies to form power—law networks. reduced. Our heuristic routing method determines the routes

Some studies on power-law networks certainly evaludia each node—pair by considering this technology constraint.
the distributions of link / node load [5], [8]. Here, the loadrlhis is similar to the approaches in Ref. [10], but different in
is defined as the number of node—pairs on those nodethdt the authors in Ref. [10] use this fact for constructing the
links. In these studies, the distribution of node load in th®pology, but we use this fact for routing control.
topology generated by BA model also follows power—-law Our method incrementally determines the route of each
attribute. However, these studies concentrate on the minimmwode—pair. In determining a route for a node—pair, we use
hop routing. Actually, various approaches have been propodetlowing two policies to incorporate the technology constraint
in order to avoid congestions (i.e., reduce the maximum lird€ routers. The first policy is to select the route to avoid the
utilization) in operating networks. One approach is to intrdiigher—degree nodes. The other policy is to select a link whose
duce MPLS (Multi—Protocol Label Switching) in the networkslink capacity is larger. After we obtain the route between two
Another approach is to optimize link metrics for OSPF (Opemodes, the remaining costs of all links are updated based on
Shortest Path First) [9]. the selected routes. The updated link cost is in turn used

In this paper, we evaluate the minimum hop routing arfdr selecting the route for other node—pairs. Details of our
the optimal routing on the ISP router level topologies, wheadgorithm are as follows.
degree distributions follow power—law. We then examine how The proposed routing method determines the route from
structural characteristics of topologies affect the routing mechedei to the other nodes (denoted A the following steps).
anisms. In particular, we examine the optimal routing anthat is, for each nodé we perform the following steps:

II. AHEURISTICROUTING ALGORITHM SUITABLE TO
ROUTER-LEVEL TOPOLOGIES



Step 1: Set the initial costs for Dijkstra’s shortest path (SPjouting is the simplest routing and used for comparison. The
algorithm to all links. The cost of links is set pro-invcap routing method is recommended by Cisco Systems. The
portional to the degree of the destination node of thiavcap routing method sets the link costs inversely proportional

corresponding link. to the capacities of the links and selects the minimum cost
Step 2: For each destination noderepeat the following sub— path. The optimal routing method selects optimal routes in
steps. order to avoid congestions in networks. Here, we assume that

Step 2.1: Determine the route (from nod@ to node; by the congestion is avoided when the maximum link utilization
calculating minimum cost path by Dijkstra’s spis lower in this paper. The optimal routing method is based
algorithm. on the flow deviation method [13]. The details are described

Step 2.2: Increase the cost for links that are used by th@s follows.
selected route at Step 2.1. The amount of the Optimal routing methodTo obtain the optimal link load, we
increase is inversely proportional to the actualse a flow deviation method [13]. The flow deviation method
link capacities (increase b@gcgilr a is a pa- incrementally changes the flow assignment along feasible and
rameter(; is the capacity of the link, an@,,,, descent directions. Given objective functidh the method
is maximum of the capacities in the topology).setw; as a partial derivative with respect o, where F; is

At Step 2.2, the costs for links are increased by inverse}e amount of traffic that traverses linkThen, the new flow
proportional to the actual link capacities. That is, we incread§Signment is solved by using the shortest path algorithm in
the cost to some extent if the link capacity is small, so thi8'Ms ofw;. By incrementally changing from the old to the

sub-sequent node—pairs will not use the lower—capacity link§W flow assignment, optimal flow assignment is determined.
In this paper, we set objective functidn to
[1l. EVALUATION OF ROUTING METHODS ON

ROUTER-LEVEL TOPOLOGIES T=>Y1/(Ci— F), 1)
l

In this section, we evaluate optimal routing and several ] ] ) ) ]
heuristic routing methods on router—level topologies. We f§!hereC is the capacity of link and F; is as defined above.
cused on the network throughput and the load distribution in o .
order to evaluate the routing mechanisms. C. A method for allocating link capacities

In our evaluations, we allocate the capacities of links based
i o on the technology constraints imposed by the Cisco 12416
To clarify the load characteristics in the router—level topolyyter, which has 16 line card slots. When a router has 16 or
ogy, we use three topologies; the two ISP router—level topolsss connected links, all the links can have 10Gbps capacity.
gies, and the BA topology. As ISP topologies, we use thethere are more than 16 links connected to the router, the

Sprint topology and the AT&T topology measured in Refgapacity for one or more of the links should be decreased
[11]. We also use BA topology generated by the BA mode'[ll()]_

The Sprint topology has 467 nodes and 1292 links. The AT&T fowever, it is difficult to determine which link capacity

topology has 523 nodes and 1304 links. The BA topology ihould be decreased. Therefore, we allocate the capacities of
generated such that the numbers of nodes and links of it &ffks in a network so that the amount of traffic between a
the same as that of the Sprint topology. Note that we haygge pair is maximized with minimum hop routing method,

confirmed that the connectivity of nodes for these topologigg;je satisfying the following two technology constraints
follow the power—law, but not presented here due to SPatfposed by routers.

limitation.

In our evaluation, each node—pair generates the same1
amount of traffic at a unit time in the three topologies. As
Li et al. mentioned [10], constraints with router technolo : ) : ;
limit the degree (i.e.,[ ndmber of ports in the router) and Ii?w)é 1S, the total capacity of links connected with the router
speed of a port. Thus, it is important for evaluating the link is 320Gbps or less.
utilization to determine the link capacity appropriately. Sinc&he first constraint corresponds to the link capacity constraint
there is no publicity available information of link capacitie®n routers; the set is chosen from the Ethernet technology
of these topologies, we allocate the link capacity based & 100Mbps and 1Gbps, and optical transmission technology
the Cisco 12416 specification [12], supposing that the lifkom 2.4Gbps to 10Gbps. The second constraint represents
capacity dimensioning is optimized for the minimum hogode capacity constraint on routers. Under these constraints, a

A. Network models

) The capacity of a link is chosen from a sgtOOMbps,
1 Gbps, 2.4Gbps, 4.8Gbps, or 10Gpps
2) Each router can handle the traffic up to 320Gbps. That

routing. The details are described in Section IlI-C. router accommodates several low speed tributaries, i.e., it has
_ more than 16 out—going links in the current case, unless the
B. Routing method total capacity of the links violates the second constraint.

In our evaluation, we use four routing methods. They are The algorithm for allocating link capacities is as follows.
minimum hop routing, optimal routing, invcap routing, and oue give an amount of traffic between nodeand nodej,
proposed routing described in section Il. The minimum hag;, as input values. We assume that each node—pair generates



TABLE |

represents the ratio of the result of the optimal routing method
THE NETWORK THROUGHPUT[GBPSY)|

to that of the minimum hop routing method. The parameters

Sprint | AT&T BA ; -
Minimum Hop 25'06.85 T 65 36476 « of our proposed routing method are set optlmally for each
Invcap 11445 138.60 1157 69 topqlogy. The values ofv are 6, 1, and. 1 respec'tlvely for the
Proposed | 405.82 | 248.95| 2444.75 Sprint, the AT&T, and the BA topologies. We discuss effects
Optimal 627.65| 337.34| 2706.27 of this parameter settings later (in section IlI-F).
[ Optmal Ratio | 2.44 | 2.87 | 7.43 | Let us first look at the results when minimum hop routing is

applied. We observe that the ISP topologies, the Sprint topol-
ogy and the AT&T topology, have lower network throughput
. I . than the BA topology. If the Invcap routing method is applied,
the same amount of trafﬁc at a unit time n th_e above[ﬁe BA topology can accommodate more traffic than the other
mentioned three topologies, that is, we set the identical \laluel:o ologies. Notably, the Sprint topology with Invcap routing
o d;;. Then, we check whether the node capacity constraint ethod accommod,ates less traffic than that with minimum
satisfied. If the constraint is violated, we decrease the capa t(¥p routing method. Thus, the Invcap routing doesn't work
of links such that the link capacity constraint is satisfied. s discussed in [9]. The ’optimal routing method certainly
there are no allocations of link capacities that satisfy WO reases the network throughput. However, comparing with
constralntsd_ IS decreased. . . he results by minimum hop routing method, optimal routing
The specific procedure S as fOIIOWS'. Qven a netW(_)ri the BA topology (Optimal ratio is 7.43) is more effective
topology, flow assignment (in tr."S case, minimum hop routiNg - that in the Sprint topology (2.44). The reason is explained
paths), and the amount of traffic generated between nmldesas follows. If minimum hop routing is used, the bottleneck
do following steps, link of the BA topology is the link that is connected to
Step 1:For all link /, calculate the amount of flowi}, that e nigher—degree node where the link capacity tends to
traverses. ||nkl. by using the given flow assignmentyye gmall according to the technology constraint of routers.
and the (identical) traffic demand between nodes  pythermore, lower—degree nodes, which can have the larger
Step 2:Initialize the all link capacity; set the capacity;, of  capacity for neighboring links, is not fully utilized in the BA
the link I to be 10Gbps. _ o topology. If optimal routing is used, lower—degree nodes assist
Step 3: Check whether the node capacity constraint is satigy gccommodate traffic. Thus, the maximum traffic demand
fied. For each nodg, repeat the following steps.  ncreases greatly in the BA topology. Our heuristic routing
Step 3.1: Calculate the sum of the capacity of all linksmethod shows the similar result to the optimal routing. That
(denoted byC4") that are connected to noge s, the proposed routing method is also more effective in the
Step 3.2:If C¢' is greater than 320Ghps, i.e., the capacitgA topology.
constraint of node is not satisfied, do the follow- ) o
ing steps untiICg” < 320Gbps. E. Comparison of load distribution
Step 3.2.1:Decrease the capacity of all links that are We next focus on the load distribution on the router-
connected to node» by one step lower level topologies from the view point of structural properties.
than the current capacity, e.g., 10Gbps Particularly, we focus on the distribution of link utilizations
4.8Gbps if the current link capacity isand the distribution of node load.
10Gbps. However, we do not decrease the 1) Link utilization: Figure 1 shows the distributions of link
capacity of link if C; becomes less thafy. utilization. The vertical axis represents link utilization that
Step 3.2.2:1f we cannot decrease the capacity of linkés defined asF;/C;. The horizontal axis represents the rank
any further, decrease the amount of flowf link utilization. The amount of traffic in each topology is
between nodes and j, d;; (in the current obtained by settingl such that the maximum link utilization
cased), and go back to Step 0. becomes 1.0 by using the minimum hop routing method. Note

After this algorithm finishes, the capacity; for each link that the line captioned “Non degree” and “Non link” are used
| is obtained. We also obtaid;; (=d) as the maximum discuss variants of our heuristic routing method and not

traffic demand for node and j at which the network can Used in this subsection.
accommodate. First, we observe that, with minimum hop routing, few
. links are congested while most links are not congested in
D. Comparison of the network throughput all topologies. In particular, the AT&T and BA topologies
In the following section, we evaluate routing methods ohave some highly congested links. However, if we use optimal
the network model described in the previous sections. We firsuting, there are fewer variations in link utilization, i.e., most
focus on the network throughput. Table | summarizes the net-links have almost the same utilization. For the Sprint and
work throughput. Here, we define the network throughput &5 &T topologies, the variations are larger, which is different
the amount of traffic that the network can accommodate. If thendency observed in the BA topology. The reason for this
amount of traffic increases more than that value, the maximwames from the structure of the Sprint and AT&T topology,
link utilization beyond 1.0. In the table, the “Optimal Ratio"where the cluster coefficient is much larger than the BA



topology, as shown in Ref. [8]. In other words, a node th&Non link” is much worse than our proposed routing method
is connected to another node (say notleis also connect to in any topology.

a neighbor (or near, as in terms of physical distance) node fromrhe similar observation can be found in the distribution
node A. In this case, the congestion at some links cannot B¢ node traffic; results of “Non degree” and “Non link” are

avoided even if another link is selected, because that link is s{ijbrse than our proposed routing method in any topology.
connected to a node around the congested link. Preferenfi@ therefore conclude that we should control the routes by

attachment in the BA model, on the other hand, does ngdnsidering not only capacities of links but also the degree of
incorporate the locality of connecting nodes, and thus optimghdes.

routing can find low—congested links. These results indicate

that both the ISP topologies and the BA topology do not fu"¥how the maximum link utilizations. We also show the results
utilize the link capacity by the minimum hop routing. Thes

results also indicate that the ISP topologies have the struct When our proposed method is applied on other ISP topologies;

that give lower throughput working with the optimal routin%1 Tio topology, and Level3 topology in Ref. {11]. Verio and

. evel3 are the major ISP providers in United States. Figure 3
than the BA topology. As for the proposed routing metho early shows that the maximum link utilizations is decreased

Figure 1 clearly shows that our proposed routing method Ben the parameten is between 1.0 and 10.0. However
the similar distr_ibution of link utilization to the one obtaine n BA topology and Level3 topology, as the parameter
by optimal routing method. o increases, the link utilization increases. This is because the
2) Node load: We next show the distributions of amoun,;, nodes that have many links are located at “the center” of
of traffic that passes through nodes in Fig. 2. The vertical axig topology and Level3 topology, and the traffic therefore
represents amount of traffic that passes through nodes, andith®) to concentrate on the hub—nodes. Here, “the center
horizontal axis represents the rank of node traffic. Again, thejes” means a place where other nodes reach the nodes
amount of traffic in each topology is obtained by settiig \ithin a few hop count. When the parameterincreases,
such that the maximum link utilization becomes 1.0 by using,sis of high bandwidth links also increase. Then the routing
the minimum hop routing method. method becomes to select shorter hop routes rather than the
As in the case of link utilization, we can see that a fewgytes with high bandwidth links. That is, the routing method
nodes are congested while most nodes are not congested WitBomes to select the hub—nodes. However, the links that
minimum hop routing in these three topologies. Especiallyre connected to the hub—nodes have low bandwidths due to
different from ISP topologies, the BA topology has somggnstraints imposed by routers. Therefore, the utilizations of
highly congested nodes; the amount of node traffic is doublgflese inks increase. To understand these observations more
On the other hand, the variations by the optimal routmgeaﬂy' we show the average hop counts from the highest
are relaxed and the maximum node traffic is decreased. le@gree node to the other nodes in Table Il. BA topology and

proposed routing method also shows the same tendency o tRge|3 topologies have smaller average hop counts than the

We next show the impact of parameter settings. In Fig. 3, we

optimal routing method. other topologies. Therefore, BA and Level3 topologies have
structures that higher—degree nodes are located at “the center”
F. The impact of parameter settings of the topology. On the other hand, Sprint, AT&T, and Verio

pologies have structures that the higher—degree nodes do not

Our proposed routing method has two heuristics; to sel e :
the route to avoid the nodes with higher—degree, and to sel Cc[ated at the center of the topology, and thus the traffic that

links whose capacities are larger. We also use a parametepasses through the nodes is not much. We therefore conclude

to control the extent of these two heuristics. In this subsectiotn,at we should Set?‘ to 1 or 2. Otherwise the traffic can
we evaluate how these heuristics affect the network throughﬁﬁpcemrate on particular nodes.
and distribution of link utilization.

We can see the impact of the two policies of our heuristic
routing method in Figs. 1 and 2 by looking at the results
of “Non degree” and “Non link”. “Non degree” means the
heuristic routing method does not consider to avoid higher—
degree nodes. This routing method is realized by setting the
initial costs 1.0 in Step 1 of our heuristic routing method. “Non
link” means the heuristic routing method does not take care of ez I
link capacities. This routing method is realized by replacing
acg—jm to « in Step 2.2 of our heuristic routing method.

max. link utilization

As for the distribution of link utilizations, “Non degree” is o 5 1B a;ﬁa A
similar to our heuristic routing method in Sprint and AT&T
topologies from Figs. 1(a) and 1(b). On the other hand, in the Fig. 3. Effect ofa

BA topology (Fig. 1(c)), we can see that “Non degree” is much
worse than our proposed routing method. We also observe that
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