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On Characteristics of Multi-hop Communication in
Large-scale Clustered Sensor Networks

Yuichi KIRI'®, Nonmember, Masashi SUGANO'?), Member,

SUMMARY  After the popularization of sensor networks, the
size of the monitoring region and the number of sensor nodes
will grow to an enormous scale. In such large-scale sensor net-
works, multi-hop communications between sensor nodes will be
necessary to cover the whole monitoring region. Moreover, sensor
nodes should be grouped into clusters to enhance scalability and
robustness. Therefore, we believe that multi-hop communication
between clusters is preferable for large-scale sensor networks. To
clarify the fundamental characteristics of this form of communica-
tion, we analytically derive the network’s power consumption and
compare it with other routing methods using TDMA communica-
tion and an interference-free transmission schedule. The results
show multi-hop communication between clusters is preferable in
large-scale sensor networks because it can alleviate heavy relay-
ing loads near the sink node and it has a shorter data collection
time compared with simple multi-hop communications without
clusters.

Knowing how much performance degradation arises when
interference is unavoidable is essential for multi-hop communi-
cations in clustered sensor networks. Therefore, we compare
interference-free TDMA communication with CSMA/CA com-
munication which can cause interference in clustered sensor net-
works. Consequently, we show that although the data collection
time is about 3.7 times longer when using CSMA /CA, the power
consumption can be suppressed to 12%.
key words: sensor network, clustering, multi-hop communica-
tion, simulation, interference

1. Introduction

Sensor networks have uses in disaster prediction, secu-
rity, environmental monitoring, and traffic control. A
wide variety of network sizes are used in these applica-
tions. In environmental monitoring, for example, hun-
dreds or thousands of sensor nodes are deployed in a
large monitoring region. In such large-scale sensor net-
works, scalability and robustness are very important.
In addition, sensor nodes are highly power-constrained,
and they must work at very low power to prolong the
lifetime of the sensor network. Clustering, a method of
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grouping sensor nodes, can meet these requirements,
and it has been the focus of much research on sen-
sor networks [1]-[7]. In addition, the communication
ranges of sensor nodes are generally short. Thus, to
collect data from a large monitoring region, multi-hop
communication is necessary.

Multi-hop communication between clusters is
preferable for data collection in large-scale sensor net-
works, and we expect that this form of communica-
tion will become widespread. On the other hand, fur-
ther evaluations from a broad perspective are required
to promote multi-hop communication between clusters.
For example, from the viewpoint of power consumption,
it is crucial to consider the distribution of power con-
sumed in each area rather than the total power con-
sumption over a monitoring region. Also, to be able
to lay a sensor network with multi-hop communication
between clusters, we need to understand the effect that
the distribution has on the data collection rate and how
long it takes from the moment a sensor node senses the
monitoring region until the data reaches the sink node.
To the best of our knowledge, the above matters have
not been sufficiently studied in previous researches.

The purposes of this research are to clarify the fun-
damental characteristics of multi-hop communications
between clusters and to confirm the effectiveness and
the domain of applicability. We analytically derived the
power consumption of clustered multi-hop sensor net-
works in [8]. Based on an ideal situation where no inter-
ference occurs, this analysis states the relationship be-
tween cluster size and power consumption. Therefore,
by comparing it with simulation results using TDMA
based on an interference-free ideal schedule, we can pro-
vides useful characteristics of such a communication
with the analysis as a unit, as well as correctness of
our simulation programs. Moreover, we also show the
advantages and disadvantages of such a communication
form by comparing it with basic routing methods us-
ing the ideal TDMA. We assumed that such an ideal
schedule has positional information available for every
sensor nodes.

For a realistic evaluation, however, it is impor-
tant to determine how much performance degradation
occurs when the positional information on all sensor
nodes is not available, that is, when interference is in-
evitable. Constructing an ideal interference-free trans-



mission schedule is impractical in large-scale sensor
networks. In fact, each sensor node must repeatedly
broadcast its information in such a network, and the
power consumed by these broadcasts surely decreases
the network lifetime. Moreover, each sensor node re-
quires high-capacity memories to store many sensor
nodes’ information but severe constraints exist regard-
ing memory capacity of the sensor node. Therefore, the
ideal schedule is unrealizable. In large-scale sensor net-
works, the number of sensor nodes within communica-
tion range is large. If the ideal schedule is not available
in such a situation, a considerable amount of interfer-
ence would occur and performance degradation would
be unavoidable. We think that an understanding of how
much performance is lost would be extremely useful for
laying clustered multi-hop sensor networks.

The rest of the paper is organized as follows. In
Section 2, we describe related studies on clustering
and multi-hop communication between clusters. In
Section 3, we explain our network model. In Section
4, we clarify the fundamental characteristics of sensor
networks with multi-hop communication between clus-
ters by comparing them with other routing methods
through analysis and simulation experiments. In Sec-
tion 5, we discuss the degree of performance degrada-
tion that occurs with CSMA /CA in comparison with an
ideal transmission schedule with a TDMA mechanism.
Section 6 concludes the paper.

2. Related work

In sensor networks, a low-energy adaptive clustering
hierarchy (LEACH) has been proposed as a cluster-
ing method for reducing the power consumption of sen-
sor networks [5]. In LEACH, each sensor node decides
whether to become a cluster head based on a predeter-
mined percentage. Clusters are constructed with sensor
nodes adjacent to cluster heads. Communication from
sensor nodes to cluster heads and communication from
cluster-heads to a sink node is performed via a single
hop.

Many clustering methods aimed at improving on
LEACH have been suggested. In LEACH, the positions
of clusters can be unbalanced, decreasing the network
lifetime. Hybrid energy-efficient distributed clustering
(HEED) [7] places clusters uniformly over a monitoring
region. Furthermore, HEED balances power consump-
tion between sensor nodes. The central controlling al-
gorithm, which provides a regular cluster size, was also
proposed [4]. The time complexity of this algorithm
is O(n®), where n is the number of sensor nodes. Al-
though LEACH uses single-hop communication within
a cluster, hybrid indirect transmissions (HIT) [3] uses
multi-hop communication within clusters to limit the
interference range and to communicate in parallel with
as many nodes as possible.

The transmission distance must be reduced to min-
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imize the power consumption of sensor networks. From
this standpoint, power-efficient gathering in sensor in-
formation systems (PEGASIS) [6] comprises a chain
instead of a set of clusters. This chain connects the
nearest, neighboring sensor nodes, and the distance be-
tween sensor nodes is very short. Two-Phase Clustering
(TPC) [2] also constructs chains within clusters. Al-
though these studies evaluated various clustering meth-
ods by using several metrics such as power consumption
or data collection time, most of them focused on small
sensor networks in which 1-hop communication between
an arbitrary sensor node and the sink node can always
be achieved. Although multi-hop communication be-
tween clusters is employed in [2], its performance is not
specifically mentioned.

Studies have also been done on multi-hop commu-
nication between clusters in sensor networks. In con-
nectionless probabilistic (CoP) routing [9], the monitor-
ing region is divided into square areas, and multi-hop
communication takes place between cluster heads posi-
tioned at the vertices of these areas. Neander et al. eval-
uated a sensor network using multi-hop communication
between cluster heads mainly through simulation ex-
periments [10] that assumed the sink node can directly
communicate with all sensor nodes. The unequal clus-
tering size (UCS) [11] was designed to equalize power
consumption among cluster heads. In UCS, a circular
monitoring region is split into two concentric circles,
called layers. Soro and Heinzelman determined that the
size of the cluster in the interior layer should be reduced
to equalize the power consumption. Shu et al. divided a
monitoring region into multiple layers and derived opti-
mal parameters, such as the cluster radius of each layer
and the relay probabilities of cluster heads, to prolong
the coverage-time [12]. These studies indicated that
power consumption is a crucial metric in sensor net-
works that have severe power constraints. However,
these evaluations were only for the power consumption
of the whole sensor network. In sensor networks whose
purpose is to collect data, these data are concentrated
around the sink node and the residual power in this re-
gion determines the lifetime of a network. Evaluating
the whole sensor network is not sufficient if the power
consumption varies enormously from region to region;
the per-region power consumption should be investi-
gated instead. Additionally, we need to examine the
impact of the power consumption on the data collection
rate. Because some sensor network applications require
prompt data gathering, we also regard the data collec-
tion time as an essential metric. However, few studies
have evaluated it. We analytically derived the power
consumption in clustered multi-hop sensor networks in
[8], and here, we clarify the overall performance charac-
teristics of clustered multi-hop sensor networks by using
a wide variety of simulation experiments regarding the
metrics stated above.
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3. Sensor network model
3.1 Network model

A model of the sensor network under consideration is
as follows. The sink node is placed at the center of the
region. Data fusion is not used to reduce the data vol-
ume. That is, the data generated by the sensor nodes is
transmitted to the sink node without any modification
or compression. The sensor nodes are placed randomly
and uniformly throughout the area. We assume that
both the sink node and the sensor nodes are stationary
after deployment. All sensor nodes have the same ini-
tial power and communication capabilities. Moreover,
they have the ability to control the transmission power
depending on the distance between the sensor node and
its next-hop node. We also assume that sensor nodes
are synchronized with each other and they send and re-
ceive data in synchronization with fixed-length times-
lots. We suppose the existence of a synchronization
method, but an evaluation of its feasibility and over-
head is outside the scope of our research because we are
interested in the performance under ideal conditions.
The same wireless channel is used in the entire network
for the intra-cluster communication and another one is
used between cluster heads.

When a sensor node receives multiple packets at
the same time, the node cannot receive both packets
correctly. We denote this situation as data interference,
and we account for it by using the model presented in
[3]. To illustrate data interference, consider four sensor
nodes shown in Fig. 1. Sensor node n; sends a packet
to sensor node u; located a distance r; from n;, and
n; sends a packet to u; located at distance r; from
n;. In this case, sensor node u; receives packets from
n; and from n; simultaneously and thus they interfere
with each other. This condition is represented in (1).
That is, the interference of data occurs when n; and n;,
which satisty (1) send data simultaneously. d(u;,n;) in
(1) corresponds to the distance between sensor node u;
and n;.

d(ui,nj) <r; (1)

3.2 Power consumption model

The lifetime of a sensor networks depends on the op-
eration times of individual sensor nodes. Therefore, a
model that defines the amount of power consumed in
each action of a sensor node influences the network life-
time to a great degree. We used the power consumption
model represented in [5]. In this model, the power con-
sumption of the radio in order to run the transmitter
or receiver circuitry is equal to E.., and the power
to run the transmit amplifier is equal to €g45,p. Using
these parameters, the power needed to transmit & bits
of data over a distance d is:

-ETI = Eeleck + eampde (2)
and the power needed to receive k bits of data is:

Er, = Eeueck (3)

3.3 Routing

Using multi-hop communication between clusters, a
sensor node must determine its next-hop node. For
simplicity, only the distance to the next hop is used as
a selection criterion in choosing a relay node. For ex-
ample, the procedure for selecting a relay node within
a cluster is as follows. In Fig. 2, ns represents a sen-
sor node that transmits a packet, r,,q; is the maximum
communication range, n; is the next-hop node of ng,
and CH,, represents the cluster-head of ns. The next-
hop node n; must be closer to the cluster head than the
sending node ng, i.e.,

d(n;, CH,.) < d(ns, CH,,) (4)

The power of the sending node needed to transmit a
packet to its next-hop node is smaller than the power
needed to transmit a packet to its cluster head, i.e.,

d(ns,n;) < d(ns, CH,,) (5)

At the same time, the distance between the sending
node and next-hop node is bounded by

d(nsa nl) S T'maz (6)

because of constraints on the maximum communication
range. ns selects the nearest sensor node that satisfies
the above three inequalities as its next-hop node. If n;
does not exist and d(ns, CH,,) < T'mae 1s satisfied, the
next-hop node of ng is cluster-head CH,,,. The same is
true for selecting the next-hop cluster head in multi-hop
communication between cluster heads.
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Fig.2 Procedure for selecting relay node within a cluster.

4. Fundamental characteristics of multi-hop
communication between clusters

4.1 Creation of transmission schedule without inter-
ference

In our interference model, the interference is only a
function of the distance between sensor nodes. In this
case, if the positional information for all sensor nodes is
available, a transmission schedule that eliminates data
interference can be constructed, and communications
with a TDMA mechanism becomes possible. Here, we
use the algorithm proposed in Culpepper et al [3] for
autonomously constructing a transmission schedule. In
our simulation experiments, each sensor node followed
this schedule, and they transmitted packets to their
next-hop sensor nodes in the assigned timeslots. The
transmissions were free from interference, because we
assumed that no transmission errors would occur and
that packets would be received by the next-hop sensor
nodes without errors. All packets arrived at the sink
node at predetermined times.

4.2 Simulation setting

To clarify the basic characteristics of multi-hop com-
munication between -clusters, we used the follow-
ing three routing methods as objects for compar-
ison for LEACH+multi-hop (LEACH+MULTI) and
HEED+multi-hop (HEED+MULTT).

e (DIRECT) Each sensor node communicates with
the sink node directly.

e (LEACH) Once the clusters have been constructed,
each sensor node transmits a packet to its cluster
head, and the cluster heads send those packets and
their own packet to the sink node directly.

e (MULTI) Each sensor node sends packets to the
sink node in a multi-hop fashion without cluster-
ing.

Table 1 lists the parameters used in our simula-
tions. We assumed that the sensor nodes perform sens-
ing and generate packets simultaneously. After the sink
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Table 1 Parameter settings.
Parameter Value
Radius of monitoring region 500 m
Number of sensor nodes 500
Initial Power 2]
Maximum communication range 300 m
Eec 50 nJ/bit
€amp 100 pJ/bit/m?2
Length of data packet 2000 bits

node receives all the packets that can reach it, the sen-
sor nodes perform sensing again. We denote this period
as a cycle. In routing methods that construct clusters,
the roles of a cluster head between sensor nodes have to
be changed once in a period, in what is called a round,
to prevent cluster heads from using up all their power.
Although control signals, such as cluster-head adver-
tisements, are sent and received every round and the
sensor nodes consume power, we define the length of a
round to be the same as the length of a cycle. That
is, clustering is performed every cycle. Our simulation
results are the average values obtained over 100 simu-
lations.

For multi-hop communication between clusters, we
needed to determine the percentage of cluster heads.
We defined the data collection rate as the portion of
packets arriving at the sink node in all transmitted
packets and investigated the change in the data col-
lection rate by using LEACH and HEED as clustering
methods with different cluster-head percentages. We
found that the percentage of cluster heads has little
influence on the data collection rate. In particular,
we chose 20% as the cluster-head percentage because
a high data collection rate can be maintained for a
slightly longer time with this value.

4.3 Theoretic analysis for power consumption

Power consumption is a crucial metric in sensor net-
works whose power sources are severely constrained.
Because the network’s purpose is gathering data, all
data generated by the sensor nodes are drawn into the
sink node. Therefore, sensor nodes near the sink node
consume a large amount of power in relaying data and
power consumption imbalances from region to region
are inevitable in large-scale sensor networks relying on
multi-hop communication. Furthermore, this means we
should evaluate the power consumption of smaller re-
gions rather than that of the whole area, as other stud-
ies do. To do so, we analytically derived the energy
consumption of the whole monitoring region and then
show the region-specific power consumptions, by divid-
ing up the whole monitoring area into regions based on
the distance from the sink node.

We have already proposed a method for analyti-
cally deriving the power consumption of multi-hop com-
munications between clusters [8]. Our approach ex-
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tends the method of [13] to multi-hop communication
between clusters. The analytical model is based on two
assumptions. First, the transmission distances of sensor
nodes and cluster-heads are constant (i.e., no transmis-
sion power control). Second, the relay in the routing
between cluster heads is to the adjacent cluster in the
direction of the sink node.

We can derive the power consumption when a node
acts as an ordinary sensor node by first assuming that
the clusters form a circle of radius [. Here, we consider
the case in which the cluster head collects k bits gener-
ated in all sensor nodes within a cluster. The number
of sensor nodes in each cluster, N, is

N

Ne= -
Ncr

(7)
where NV is the number of sensor nodes in a whole mon-
itoring region and N¢py is the number of cluster heads.
Here we define r as the communication range of a sen-
sor node. Thus, the number n(h) of sensor nodes left
for h hops to their cluster head can be calculated as
follows:

n(h) = N (0 = (- 1) ®)

Moreover, assuming that nodes with the same hops
from the cluster head share the load for relaying data
equally, the number [(h) of transmissions for a node h
hops from the cluster head can be calculated as follows:

_xlhae _ Ne{r- o)

W ==Tm = () ©)

Therefore, we derive the total number of transmissions
in a cluster, z., as

xczéNc{1—(h—1)2;;} (10)

Now we can obtain the total energy E. required for
the cluster head of a certain cluster to collect data as
follows:

Ec = xc(Eeleck + 6ampk’rz) + xcEeleck (]-]-)

Next, we derive the energy consumption when the
node acts as a cluster head. To do this, we consider
cluster heads in a annular domain of width roy and
whose distance from a sink node is between d — roy/2
and d + rem/2 as shown in Fig. 3, where rog is the
transmission range of the cluster head. Since most re-
laying to a cluster head is close to the sink node, we
consider that the probability of relaying between cluster
heads in this annular domain is very small. Moreover,
data from a cluster head outside of the annular domain
cannot jump over the domain and be transmitted to a
cluster head inside it. Therefore, these cluster heads in

the annular domain will receive the data generated by
all the sensor nodes located outside that domain and
will relay it to the sink node or a cluster head closer to
the sink node.

Since the areal density of sensor nodes is N/mR?
and the areal density of cluster heads is Noy/mR?, the
amount of data from sensor nodes outside the range of
d+ T'CH/2 < Ris

R? — (d+rcu/2)?
R2
Moreover, although the number of cluster heads in a
annular domain is

(d+rcu/2)? —(d—rou/2)?
R2

Nk (12)

Ncu (13)

for simplicity, the data relayed from outside that do-
main shall be equally divided among the cluster heads
in the domain. Furthermore, each cluster-head com-
bines the data generated by N/N¢p nodes in its cluster
and transmits that data to the sink node or a cluster
head closer to the sink node.

On the other hand, a cluster head in the range of
d+ rcu/2 > R does not relay data farther from the
sink node. It receives only the data generated in the
sensor nodes within its cluster and transmits it to the
next cluster-head. Moreover, if a cluster is a circular
area of radius [, in order that a cluster may stick out of
the sensing area, the number of sensor nodes in such a
cluster is calculated from the following area. The area
of a circular cluster that overlaps in sensing area can
be derived as follows:

o z—d 2 Y
l {7r arccos( ; >}+R arccos(R) dy (14)

where

RZ-12+ &
T=——"y=

2 _ .2
d R>—=x

and the number of sensor nodes can be approximately
obtained. Now we can obtain the power consumptions
of a sensor node and a cluster head. The results of
the analysis and simulation experiments are shown in
Fig. 4. These results were obtained for 2000 sensor
nodes, a 300-m-radius monitoring region, and a 20-m
communication range for the sensor node. Although
the parameters are different from the ones in Table. 1,
the simulation results for rog = 100 and those of
the analysis are in good agreement when transmission
power control is not performed and the communication
range is fixed. On the other hand, the simulation val-
ues are slightly larger than the analytical ones when
rog = 40. Although our analytical model assumes
the clusters contains equal numbers of sensor nodes,
in practice, the number of sensor nodes in a cluster
will vary. Especially when rcg is small, some clusters
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Fig.3 Data generated outside of the annular area is relayed
via the cluster heads in that area to the inner area.

might consist of only a cluster head. Therefore, in com-
parison with the analysis, the simulation experiments
used more cluster heads that consumes more power in
relaying and broadcasting cluster advertisements. The
above results indicate that our implementation of the
simulation programs worked correctly.

4.4 Evaluation of power consumption

In large-scale sensor networks affected by power con-
sumption imbalances, we must evaluate individual
monitoring regions, not simply the whole region. To do
so, we evaluated the per-node power consumption by
using the above analysis and simulation experiments.
Since transmission power control is disabled in our an-
alytical model, we obtained the average transmission
distances of LEACH+MULTI and used them in the
analysis. This result is plotted in Fig. 5. If one chooses
to simply repeat data relays, as mentioned in [8], the
power consumption grows larger closer to the sink node
because transmission power is not controlled. In the an-
alytical model, transmissions could consume excessive
power. On the other hand, the simulation experiments
consumed just enough power to communicate with a
next-hop node. Comparing results of LEACH+MULTI
and the analysis, we see that their power consump-
tions near the sink node vastly differ despite the equal-
ity of their average communication distances. This re-
sult is attributed to the simulation model’s suppression
of transmit power consumption around the sink node.
Thus, transmission power control not only suppresses
unnecessary power consumption but also reduces power
consumption imbalances.

In the simulation experiments, if a region exists
where sensor nodes cannot transmit packets to the sink
node directly, it would be difficult to compare routing
protocols because not all packets can reach the sink
node. Therefore, we set the maximum communication
range to 500 m for DIRECT and LEACH.

MULTI generates a region 25 — 50 m from the sink
node in which the sensor node consumes the largest
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Fig.5 Power consumptions of various routing protocols.

amount of power (see Fig. 5). The sensor nodes in
this region must relay enormous numbers of packets
from other sensor nodes farther away from the sink
node. LEACH+MULTI and HEED+MULTI reduce
power consumption since they shift the role of cluster
heads between sensor nodes so that the relay load is
dispersed among them. The region where the largest
amount of power is consumed is 100 m from the sink
node. The main reason for this is the probability of
cluster heads being located inside this area is low, so
cluster heads in this area must communicate with the
sink node directly without relays.

We also conducted simulations to investigate the
power consumption characteristics in a monitoring re-
gion with a 60 m radius to determine whether multi-
hop communication between clusters is applicable to
small networks. In small networks, less power is con-
sumed when the percentage of cluster heads is low. We
set the percentage to 5% of the total number of sensor
nodes. Moreover, considering the size of the monitoring
region, we limited the range of cluster-head advertise-
ments to within a circle with a 60 m radius. The results
are shown in Fig. 6. The figure indicates that LEACH
and DIRECT consume minimal power because of the
small monitoring region. In such a region, the power
consumption of the transmit amplifier is vanishingly
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Fig.6 Power consumption characteristics in small monitoring
region

small, and this means a relatively increase in power for
running radio circuitry. In LEACH and DIRECT, the
number of transmissions for a non-cluster-head node
(called regular node) is only 1, as contrasted with
the situation that many transmissions may be needed
in multi-hop communication. While HEED+MULTI
and LEACH+MULTI consume less power than MULTI
does, they need more than triple the power of LEACH
or DIRECT. As a result, multi-hop communication be-
tween clusters does not show a power consumption ad-
vantage in small networks.

We used a first-order radio model as the power
consumption model and the same parameter values de-
scribed in [5]. On the one hand, this model and the pa-
rameter values are in wide use, On the other hand, there
have been some experimental measurements of the sen-
sor nodes’ power consumption. For example of the lat-
ter, [14] describes the power consumption of the radio
in Wireless Integrated Networks Systems (WINS). This
research does not fit a first-order radio model, and its
results cannot be applied to our research without mod-
ification. However, what affect the performance of the
network is the ratio Ecjec t0 €gmp. Therefore, we re-
stricted our consideration to the result that the pro-
portion of transmission power to reception power is 2:1
[14] and adjusted €gynp to this proportion while keeping
E¢. constant. The average communication distance
of LEACH+MULTI is about 70 m. In this case, €gmp
should be set to 10 [pJ/bit/m?]. Figure 7 shows the
resulting distribution of power consumption with these
parameters. The figure is similar to Fig. 6, and LEACH
and DIRECT have minimal power consumption. How-
ever, given a vast monitoring region, multi-hop commu-
nication is necessary. The power consumption of multi-
hop communication is considerably suppressed by clus-
tering. That is, reducing €qm,p leads to relative power
consumption increase for running radio circuitry, as in
the case of the small monitoring region, and suppress-
ing the number of transmissions has higher priority
than keeping the transmission distance short. Because
LEACH and DIRECT employ 1-hop communication to
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Table 2  Average hop counts
HEED+MULTI | LEACH+MULTI | MULTI
7.061 7.450 15.790
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Fig.8 Deterioration of data collection rate due to power de-
pletion.

the sink node, the power consumed by circuitry is ex-
tremely small and power for long-distance communi-
cation has a small impact because of the small €gpp.
Table 2 lists the average hop counts from a sensor node
to the sink node. The hop counts of LEACH+MULTI
and HEED+MULTT are lower than MULTI, and this
decreases the overall power consumption.

4.5 Deterioration of data collection rate due to power
depletion

Maintaining a high data collection rate is important
because the data collection rate determines the lifetime
of sensor networks. The data collection rate per round
is shown in Fig. 8. In this figure, each curve, which
represents the data collection rate of a different rout-
ing method, behaves similarly until about 80 rounds.
However, the positions of exhausted sensor nodes make
a difference, as shown in Fig. 5. To make this differ-
ence clearly understandable, we visualized these dis-
tributions of exhausted sensor nodes of LEACH and
HEED+MULTI in Figs. 9(a) and 9(b). These fig-



ures represent the situation of a sensor network at 80
rounds. The filled circle at the center of the monitor-
ing region is the sink node. Small filled circles and
open circles represent sensor nodes that have residual
power or exhausted sensor nodes, respectively. Solid
lines are the communication links within a cluster, and
dotted lines are the communication links from a cluster
head to the sink node and between cluster heads. In
LEACH and DIRECT, the sensor nodes on the fringe
of the monitoring region exhaust their power first, since
these nodes must transmit packets to the distant sink
node in a single hop. Due to their power depletion,
the packet collection rate starts to decrease early on.
As time goes by, however, the packet collection rate
curves for LEACH and DIRECT decrease slower than
the other methods’. This indicates a situation where
only sensor nodes near the sink node have residual
power, as in Fig. 9(a). These sensor nodes can operate
for many rounds since the transmission power needed
to reach the sink node is comparatively small. How-
ever, a non-uniform distribution of the residual power
is undesirable in sensor networks because of the need
to collect data over the entire monitoring region. As
shown in Fig. 9(b), HEED+MULTT also has an un-
balanced residual power distribution. In this routing
method, the sensor nodes near the sink node deplete
their power early. The same can be said for the other
two routing methods using multi-hop communications
(i.e., LEACH+MULTI and MULTTI). As power becomes
depleted near the sink node, it becomes more and more
difficult to gather information. In addition, obtaining
information about the fringe of the monitoring region
also becomes difficult. Because of these problems, the
data collection rate will fall sharply.

It seems like that LEACH and DIRECT are prefer-
able to other methods using multi-hop communication.
However, the area where LEACH and DIRECT can
maintain higher rates is not of practical use. As for
multi-hop communication, we adopted very a simple
routing using only distance as a criterion in this the-
sis but if we adopt more intelligent routing that allows
for other criteria such as residual power, there is still
room for increasing the data collection rate. The rout-
ing problem is one of the hottest topics in the fields of
sensor networks and ad-hoc networks.

4.6 Data collection time

The data collection time is important consideration for
applications requiring swift data collection in large-
scale sensor networks. Fig. 10 is a graph of the data
collection time. The x-axis shows the timeslots, and
the y-axis indicates the cumulative number of packets
which arrived at the sink node. The results are sim-
ilar to those of the monitoring region with the 60 m
radius. Because we set the number of sensor nodes to
500, the number of packets the sink node receives is
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(a) LEACH

(b) HEED+MULTI

Fig.9 Situations at 80 rounds in (a) LEACH and (b)
HEED+MULTT.

500. Therefore, the minimum time to collect all the
data is 500 timeslots. LEACH and DIRECT take the
minimum time and are optimal. In DIRECT, 1 timeslot
is simply assigned to each sensor node to avoid trans-
mitting data simultaneously with other sensor nodes.
Regarding LEACH, while a cluster head communicates
with the sink node, the other cluster heads can collect
data from sensor nodes in their clusters. Consequently,
a transmission schedule that is free of interference and
has an optimal data collection time can be constructed
for it.

In sensor networks using multi-hop communica-
tion, the amount of data arriving at the sink node does
not grow linearly with time, regardless of the existence
of clusters. The reason for this is that not only do pack-
ets generated by sensor nodes far away from the sink
node take a long time to reach the sink node but also a
waiting period is needed to avoid interference. The data
collection time with clusters decreases in comparison
with the case without clusters. The key reason for this
is that we use different two channels for intra-cluster
communication and inter-cluster communication, re-
spectively. On the one hand, if we use one channel for
the entire network, many sensor nodes around the clus-
ter heads have to delay their transmissions frequently
to avoid interfering with inter-cluster communications
because the communication between cluster heads has
a large interference range. On the other hand, if we
use two channels as described above, no interference
occurs between intra-cluster and inter-cluster commu-
nications. The two transmissions can be performed in
parallel. This two-tiered form of multi-hop communi-
cation between clusters gathers data quicker than one-
tiered multi-hop does.

4.7 Summary of the characteristics

In this section, we investigate the characteristics of
multi-hop communication in clustered sensor networks
from a broad perspective. The investigation shows that
this form of communication is effective for large-scale
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Fig.10 Data collection time for different routing protocols.

sensor networks. First, we can say that 1-hop transmis-
sion to the sink node is difficult in a vast monitoring
region because the transmission distance of the radio
is limited. Therefore, multi-hop communication is ab-
solutely essential. In terms of the highest per-region
power consumption, multi-hop communication between
clusters cuts power consumption in comparison to the
cases without clustering by 56% (LEACH+MULTI)
and 58% (HEED+MULTI) when €4, = 100
[pJ/bit/m?], by 22% (LEACH+MULTI) and 23%
(HEED+MULTI) when €4y, = 10 [pJ/bit/m?]. This
has a large beneficial effect on sensor networks whose
power sources are severely constrained. Moreover,
LEACH+MULTI reduces the data collection time by
10% and HEED+MULTI reduces it by about 20% com-
pared with MULTI. These values indicate that the
channel configuration used in this research will reduce
the data collection time as well as the power consump-
tion.

On the other hand, in small sensor networks, multi-
hop communication between clusters has no advan-
tage regarding power consumption even with respect to
DIRECT, which is the simplest communication form.
Therefore, we must seriously consider its domain of ap-
plicability. For example, LEACH and DIRECT achieve
better performance in terms of both power consumption
and data collection time. Multi-hop communication be-
tween clusters shows its advantages in large-scale net-
works. Thus, in a large monitoring region where direct
transmission is impossible, we recommend using multi-
hop communication between clusters.

5. Applying CSMA/CA to sensor networks

In the previous section, we evaluated the fundamental
characteristics of multi-hop communication in clustered
multi-hop sensor networks using TDMA based on an
ideal transmission schedule and showed the benefits of
such communication in large-scale sensor networks. In
a practical sense, however, constructing such a trans-
mission schedule is an improbable scenario because it
needs positional information on all sensor nodes. To use

\ BE = MinBE |

delay for
random (2% —1) timeslot

v
‘ perform CCA l

v

Channel Idle? Y

N ‘ transmit packet I

N
|| BE = min(BE + 1,MaxBE) | Y

|

Transmission algorithm of CSMA/CA.

Fig.11

this TDMA, an enormous amount of information has to
be exchanged and this consumes great deal of time. In
a realistic situation, frequent interference is unavoid-
able and an ideal schedule cannot be used. We think
that it would be useful for laying sensor networks to
know how much interference deteriorates performance.
Thus, we compared TDMA communication using the
ideal schedule (as described in the previous section)
with CSMA/CA communication, which can deal with
interference. Applying CSMA/CA, we quantitatively
clarify the increases of power consumption and data col-
lection time caused by retransmissions, compared with
the ideal TDMA.

The CSMA/CA mechanism we used is based on
IEEE 802.15.4 [16]. Each sensor node maintains a vari-
able backoff exponent (BE). The BEs are used for de-
termining the length of random waiting times before
evaluating the status of a channel. The transmission
algorithm is shown in Fig. 11. In CSMA/CA, the max-
imum number of backoffs is provided as a threshold,
and if the number of backoffs reaches this threshold,
the sensor node aborts its transmission attempt. Here,
however, we assume that the sensor node backs off as
many times as needed to account for the influence of re-
transmissions caused by data interference. The values
of MinBE and MaxzBE are set to 3 and 5 respectively.
These values are the defaults of IEEE 802.15.4.

Retransmissions are needed even when using a
CSMA/CA mechanism because of the hidden termi-
nal problem. When this problem occurs, a sensor node
receives multiple packets in a timeslot (of course, these
packets cannot be read correctly) and the node does not
notify the sending nodes that it received them. In this
process, not only the sending nodes but also the receiv-
ing node consumes power. We take into account this in
the power consumption evaluation. In addition, back
off must be done before carrier sensing in CSMA /CA.
Consequently, the power consumption and data collec-
tion time will increase. We investigate this situation
when it occurs in HEED+MULTT with CSMA/CA and
HEED+MULTTI with TDMA based on an ideal trans-
mission schedule.
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5.1 Power consumption

Unlike TDMA communication using an ideal sched-
ule, CSMA/CA communication is susceptible to in-
terference due to hidden terminal problems. Fig. 12
compares the power consumption levels of a sensor
node. The power consumption of sensor networks with
CSMA/CA is larger than that of sensor networks with
TDMA using an ideal transmission schedule. This
is because of retransmission caused by interference.
CSMA /CA did not completely avoid data interference,
as noted above, and in this case, the sensor node trans-
mitted data at least twice. The first transmission
caused interference. The closer the sensor nodes are to
the sink node, the more data is relayed. The probabil-
ity of interference affecting the transmissions of these
nodes thus increases. The sensor node one hop from
the sink node (the last-hop node) relays the largest
number of packets, and the smaller the percentage of
the cluster-heads is, the longer the distance between
last-hop nodes and the sink node becomes. Therefore,
the transmission power of the last-hop node increased.
These factors cause the power consumption in the re-
gion 75 — 100 m from the sink node to be maximal when
the percentage of the cluster heads is 20%. This region
is where the most power is needed by TDMA using the
positional information on all sensor nodes. The main
problem is that it becomes impossible to collect data
from the sensor nodes in as their power is depleted.
Therefore, the power consumption distribution should
be obtained.

We define Erpya to be the power consumption
of TDMA using a transmission schedule that avoids
interference, and Fcsyasca as the power consump-
tion with CSMA/CA. We also define the percentage

. Eco -E .
increases as ——*L= . By calculating the av-

erage percentage increases over all monitoring regions,
the power consumption of CSMA /CA increases by 12%
compared with that of TDMA. These results indicate
that the power consumption of CSMA /CA is not much
worse than that of interference-free TDMA.

5.2 Data collection time

Power consumption is not only the performance aspect
that is degraded by interference. Data collection time is
also worsened by backoff in CSMA/CA. We compared
TDMA communication with CSMA/CA communica-
tion as to their deterioration of data collection time.
A backoff period is necessary before status of
a channel in CSMA/CA can be evaluated, and the
data collection time may become longer than TDMA.
Fig. 13 compares the data collection time. The pe-
riod to collect 90% of the packets is 3.7 times longer in
CSMA/CA. In large-scale sensor networks where many
sensor nodes are densely deployed, when a sensor node
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Fig.13 Comparison of data collection rates.

tries to transmit a packet, channels are often busy with
the transmissions of other sensor nodes. Therefore,
back off has to be done many times. Moreover, the more
transmissions there are, the longer the backoff period
will be, because of the truncated binary expomnential
backoff of IEEE 802.15.4, and many transmissions oc-
curs near the sink node. All the data must go through
the area, and this is one reason that data collection
time increases.

5.3 Discussion

The time for CSMA/CA to gather the same amount
of data is 3.7 times that of the ideal TDMA without
interference. This seems like CSMA/CA will face fre-
quent interference with multi-hop communication be-
tween clusters. Yet CSMA/CA’s power consumption
is only 12% larger than the ideal TDMA without in-
terference. To determine the reason for it, we counted
the number of backoffs in inter-cluster communication
and in intra-cluster communication (see Table 3). It
is evident from the table that most backoffs are per-
formed to avoid interference and backoffs due to ac-
tual interference are just a 5% of the total backoffs.
This accounts for suppression of increase in power con-
sumption. On the other hand, the data collection rate
with CSMA/CA is significantly deteriorated compared
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Table 3 Relationship between the number of backoff and that
of interference which occurs retransmission on each channels
(1) Backoff | (2) Interference | (2)/(1)x100
Inter-cluster 2640 133 5.02
Intra-cluster 6459 269 4.17

with that of TDMA. Although a power source is a cru-
cial resource for sensor networks, this trade-off between
power consumption and data collection rate indicates
that sensor networks with a large hop counts will have
to be carefully planned if they are to have real-time
performance.

6. Conclusion

Multi-hop communication between clusters is prefer-
able for data collection in large-scale sensor networks.
We focused the fundamental characteristics of multi-
hop communication in a large-scale clustered sensor
network and clarified three characteristics (power con-
sumption distribution, the effect of the distribution on
data collection rate, and data collection time) with
a TDMA scheme based on an ideal interference-free
transmission schedule. Compared with simple multi-
hop communication, multi-hop communication between
clusters can alleviate the concentration of the relay load
and reduce the data collection time. We used a rela-
tively simple routing method in this research, so we
believe that the use of more intelligent routing meth-
ods will further improve the performance of multi-hop
communication between clusters.

Understanding how much performance degrada-
tion arises from interference is another important is-
sue. We compared CSMA/CA, which tolerates inter-
ference, with TDMA and showed that CSMA /CA takes
3.7 times longer to gather equal amounts of data and
that it suppresses power consumption by only 12% in
comparison with ideal TDMA. These results can be at-
tributed to the backoff time of CSMA/CA and retrans-
missions caused by interference.

This research identified some ways of improving
the performance of multi-hop communication between
clusters. These will be the starting points for future
work. As we have indicated, the relay load concen-
trates on the sensor nodes around the sink node. If
the power of these nodes is depleted, the packets going
through them do not arrive at the sink node and the
data collection rate deteriorates rapidly. Therefore, we
think that source routing is not as effective as next-hop
routing in sensor networks. In addition, it is essential
to smooth out power consumption imbalances. In the
future, we will devise routing algorithms for multi-hop
communication between clusters that include the above
considerations.
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