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Abstract We consider multilayer traffic engineering (TE) strategiesin IP and Optical networks. TE approach require atraffic
matrix to compute the optimal topology, but it is infeasible to collect traffic matrix information for large-scale networks due
the N-square problem. Hence we evaluate the impact of the traffic matrix estimation on multilayer TE. The results shows
that even in the case of using the estimated traffic matrix, multilayer TE can improve the amount of traffic the network can
accomodate, though the impact of estimation errorsis not small. We also propose a new method to reduce the error of estima-
tion errors by reestimating a part of traffic matrix. We evaluate the proposed method by simulation. The results showsthat to
reduce the impact of estimation errors on TE, we need to select the entries of traffic matrix to reestimate by considering the
balance between total of underestimate and overestimate errors.
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1 Introduction

One of the key technologies in IP and Optical multilayer net-
works lies in multilayer traffic engineering (TE) which optimizes
resource usage by dynamically reconfiguring the VNT (virtual net-
work topology) in addition to route changes for packet-layer traffic
to meet variationsin traffic demand. Here, aVNT isdefined asa set
of optical paths that carry packet traffic between edge routers.

For a multilayer IP and Optical network, we can apply either
packet-layer TE, optical-layer TE, or multilayer TE (the combina-
tion of packet-layer TE and optical-layer TE). In packet-layer TE,
the routing of IP packets is controlled from the top of the lower-
layer fixed topology, based on traffic demand variation and qual-
ity requirements of the traffic. The lower-layer fixed topology may
be a physica topology itself, or may be a fixed logica topology,
which is a fixed VNT. To perform packet-layer TE, there are two
main approaches, One approach uses MPLS technologies, which
establish label switched paths (L SPs) that accommodates classified
packets. Each LSP route is explicitly controlled in a sophisticated
manner [1]. The other approach is to control the packet route ac-
cording to the minimum-cost routing policy, where metrics with In-
terior Gateway Protocol (IGP) like Open Shortest Path First (OSPF)
are used as cost [2, 3]. Metrics are adaptively adjusted according
to network conditions. The packet-layer TE approach is widely de-
ployed in operational |P backbone networks, but it has a scalability
concern because of the N-square number of edge-to-edge flows.

Optical-layer TE schemes assume that the network consists of
electrical IP routers and optical cross-connects (OXC). Each port
of an electrical IP router or an OXC is connected to another OXC
port via WDM (Wavelength-division multiplexing)-based physical
links. An optical path is established on top of the physical topol-
ogy between two IP routers by configuring OXCs aong the route
between the routers, and it is terminated at a transceiver in an IP
router. In the packet-layer network, an optical path is identified as
alogical link, and a set of optical paths forms aVNT. Packet traffic
between two | P routersis routed on top of the VNT using the MPLS
explicit routing technology or IP routing technology. Optical-layer
TE approaches are to configure an optimal or near-optimal VNT for
a given traffic demand, which improves the efficiency of network
resource utilization [4—6]. This approach dynamically reconfigures
optical-layer topology, so it can accommodate the case in which
traffic widely fluctuates within one day.

To compute an optimal VNT, information about network re-
sources and information about traffic demand of edge-to-edge flows
(hereinafter, called the traffic matrix) isrequired. To obtain atraffic
matrix, fully meshed packet paths are configured between each pair
of edge routers on top of the VNT. Traffic measurement informa-
tion from the network should be periodically collected. However,
this approach does not scale well because of the N-sguare number
of packet paths. Thus, to redize traffic engineering in alarge-scale
IP and Optical network, a more scalable method for obtaining traf-
fic matrix is necessary. One possible solution is the traffic matrix
estimation approach. It presumes a traffic demand matrix based on
indirect data (such as link utilization). Once estimated traffic de-
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mand matrix is obtained, we can pass it through the TE agorithm
selected.

One of concerns is that the estimated traffic demand matrix in-
evitably contains some estimation errors. Roughan et al. [7] ad-
dressed the issue of such estimation errors with regard to IP and
MPL S traffic engineering (i.e., packet-layer TE). However, few pa-
pers have studied the impact of estimation errors on multilayer TE.
Thus, in this paper, we investigate the impact of such errors on mul-
tilayer TE and point out the limitations of the conventional estima-
tion schemes. We then propose a traffic matrix estimation method
suitable for both multilayer TE and packet-layer TE.

The rest of this paper is organized as follows,; Section 2 sum-
marizes strategies for packet-layer and optical-layer TE approaches
and presents mathematical formulation for these approaches. Next,
we show simulations that demonstrate the limitations of conven-
tional traffic matrix estimation algorithms and propose our ago-
rithmin Section 3. Finally, abrief conclusionis provided in Section
4.

2 Modelsof Multilayer Traffic Engineering

2.1 Approach overview

We first summarize TE approaches in multilayer IP and Opti-
cal network. Figure 1 illustrates our overview. In Approach 1,
packet traffic is routed based on minimum hop routing on top of
afixed VNT, while Approach 2 introduces reoptimization of packet
layer routing on top of a fixed VNT. In Approach 2, each packet
path can be rerouted to accommodate changes in the traffic matrix.
Thus, under dynamically fluctuating traffic demand, it can reduce
the wastage of network resources more efficiently than Approach 1.
Approaches 3 and 4 dynamically reconfigure the VNT itself unlike
Approaches 1 and 2. The difference between Approach 3 and Ap-
proach 4 lies in packet layer routing. Approach 4 introduces reop-
timization of the packet traffic routes, while Approach 3 uses min-
imum hop routing to determine packet layer routing. Accordingly,
Approach 4 is expected to yield the maximum network resource uti-
lization efficiency. In this paper, packet-layer TE, optical-layer TE,
and multilayer TE correspond to Approaches 2, 3, and 4, respec-
tively.

2.2 Detailsof TE approaches

Table 1 lists TE approaches for traffic engineering used in our
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Table1l Strategiesfor multi-layer traffic engineering

minimum hop | single-path
Fiber-link Approach 1 | Approach 2
optical-layer TE | Approach 3 | Approach 4

evaluations. For packet-layer TE, we consider minimum hop rout-
ing, single-path routing, and multi-path routing. Minimum hop
routing simply selects the minimum hop-count routes on top of the
VNT. Single-path routing poses a constraint that traffic is not split
between a node-pair asis true for minimum hop routing, but unlike
minimum hop routing, the route is optimized for a given perfor-
mance objective. In our evaluation, we use the amount of traffic
that the network can accommodate. Multi-path routing relaxes the
constraint such that arbitrary amounts of traffic can be pushed onto
two or more routes.

For optical-layer TE, two approaches are considered: “fiber-link”
and optical-layer TE. The fiber-link approach configures optical
channels only between neighboring nodes. That is, optical chan-
nels are used only for increasing link bandwidth at that link, and
are not used to relax packet processing at router nodes. The optical-
layer TE approach designs the optima VNT following our MILP
formulation in Section 2.3 and 2.4. Here, optimal does not mean
minimizing optical layer resource (i.e., wavelengths) utilization, but
maximizing the amount of traffic by using all the network resources.
Another possible approach designing VNTsisto minimize resource
usage at optical-layer [8]. However, we do not consider this idea
since our primary concern is whether multi-layer TE sufficiently re-
solves the network bottlenecks or not.

In Section 2. 3, we first describe the formulation for multi-layer
TE (i.e, Approach 4 in Figure 1). A single-path case is then sum-
marized in Section 2.4. Since Approach 1 and Approach 2 that do
not require VNT design, we obtain the results by fixing the variables
related to VNT configuration. The first step in determining the re-
sults achieved by Approach 3 is to design the VNT assuming that
packet routing is based on single path routing. Then, the minimum
hop routing is applied on top of the VNT. Note that we will use the
single-path routing as the packet-layer routing in multi-layer traf-
fic engineering. We nonethel ess present a formulation of multi-path
routing for clarity.

2.3 Formulation of IP-layer/Optical-layer TE approaches:

Multi-path case

A graphisrepresented as G(V, E') where V' is aset of nodes and
E isaset of fibers. Let N be the number of nodesin G, and W be
the number of wavelengths carried in afiber. Thefollowing notation
is used for representing our networks.

s,d: source and destination nodes of |P traffic.
i,7: originating and terminating nodes of alogical link.

end nodes of aphysical link. The physical link connecting
nodes m and n isrepresented ase™".

m,n:

l: The index number of logical links between nodes.

Note that we assume full wavelength conversion, and thus we do
not have wavelength-level variables. We denote T4 as the amount

of traffic demand between nodes s and d. In our formulation, G,
W and T4 are given parameters. We then introduce following vari-
ables for our formulations.

Amount of traffic toward node ¢ which traverses the k-th
logical link configured between node ¢ and node j. This
variableis continuous.

fz?j,k:

L;;:  An integer variable that represents the number of logical
links between nodes i and j

IF;: A Boolean variable. If the k-th logical link between nodes
7 and j isused by some traffic flow, it is 1, otherwise 0.

A - A Boolean variable. If logical links between nodes i and j

use physical link ¢ € E, itis 1, otherwise 0.
M:  Themaximum of link load on alogical link.
R: The maximum router |oad.
a: Scale factor.

Using the above notations and variables, we formulate packet-
layer /optical-layer TE approaches as follows. We first introduce
constraints for packet-layer and optical-layer TEs.

2.3.1 Congtraintsfor Packet-layer TE

e For each destination node d, the amount of traffic that arrives
at node d is given by Z,ij f,jfj. The amount of traffic is multiplied
by the scale factor «. Note that our objective function in our for-
mulation is to maximize the amount of traffic in the network. We
achieve this by maximizing «.

Y Y Y= a Y T v ®
ij l:(ij)el k v
e At each node v and each destination node ¢, the amount of
traffic bounds for ¢ is equal to the sum of traffic that arrives at v and
the traffic that originates from v.

SN S Y Y ftaTu Yo, t(2)
7 li(v,j)el k i l:(i,v)€El) k
2.3.2 Congtraintsfor Optical-layer TE
e For each physical link ™", the number of logical links that
pass through the physical link ™™ must be less or equal than W/,

S ALLEW Ve €eE. ©)
ij
e Thenumber of logical links between nodes: and j isdefined

as,

Lijzzziji{;:zz/xigj v ij. (4
) n ij  m

e For each node v and logical links between ij, the number
of in-coming logical links at node v equals the number of outgoing
logical links at node v,

S AL, =AY

Y v,V ij. (%)



2.3.3 Mapping traffic to logical links
e For each pair of nodes i and j, there must be a sufficient
number of logical links between nodes i and 5 such that the traffic
can be conveyed. That is,

Z ZZflk Vij, (6)

l:(ij)el t

and the minimum number of logical links is configured between
nodesi and 7,

Z ZZflk"’l v ij. (1)

I:(ij)el t

We want to maximize the amount of traffic that the network can
accommodate (Vo). However, since the current backbone network
does not fully utilize the link capacity, we have a restriction on the
maximum link-utilization (A1), and arestriction on router process-
ing capacity (R). The following equations codify such restrictions
for VNT design.

e Thetotal amount of traffic that pass through alogical link [
isbounded by M,

Mz Y EZM Vij el ®)
I:(ij)el t

e The total amount of traffic that pass through node v is
bounded by variable R,

Rz > ZZfzzH—Z > ZZflk V.

J lLi(v,j)el t i l:(i,v)el t

Thefirst term of the right equation represents the amount of incom-
ing traffic to node v, and the second term represents the amount of
out-going traffic from node v.

By using the above constraints, we maximize the amount of traffic
that the network can accommodate, by maximizing scale factor c.
That is,

maximize . )

2.4 Formulation of |P-layer/Optical-layer TE approaches:
single-path case
We introduce variables r} that represent ‘0-1' indication of
whether traffic bound for ¢ passes through logical link [. By defi-
nition,

S Akt Vil (10)
k

In the case of single-path routing, at most one logical link is selected
asits single-path route. Thus, for each node v,

> ri<1 Vot (11)

7 Lli(v,j)ElL

3 Applicability of traffic matrix estimation
method

3.1 Optimization of logical topologies using estimated traf-
fic matrix

3.1.1 Applicability of existing methods

Prior to giving a brief summary of previous works, we first de-

scribe the basic requirements on traffic matrix estimation for multi-
layer TE.

0 10 Basically, VNT reconfiguration is performed when the
current traffic demand is significantly different from the previous
demand. In other words, if VNT reconfiguration is invoked, the
previous traffic demand is not a good indicator of current traffic de-
mand.

0 20 For large-scale IP/Optical networks, the estimation
method should be scalable against the number of edge-to-edge
paths.

0 30 Itisobviousthat traffic matrix estimation should be as ac-
curate as possi ble because the reconfiguration algorithm is optimum
if estimation is completely accurate.

A fast estimation method was proposed by Zhang et al [9]. This
method uses a gravity model, which assumes that traffic demands
from a source to a destination node are proportional to the total of
incoming/outgoing traffic for each edge node. Results in [9] show
that the method can follow the rapid changes in traffic demands,
and can estimate the traffic matrix on atier-1 ISP network within
5 seconds.

Some other methods use traffic statistics measured on edge
routers to improve the accuracy of estimation. Papagiannaki et al
proposed [10] a data-driven method which uses 24 hour flow statis-
tics to estimate the traffic matrix. Soule et al proposed [11] the
Principal Component Analysis (PCA) approach, which classifies
the most important flow patterns as identified by traffic monitoring.
However, there are two problems in estimating traffic matrices for
VNT reconfiguration. [11] showed that any estimation would have
a significant error (but tomogravity [9] provides the best estimate)
if the correlation between current and previous traffic demands is
weak. Furthermore, these methods require the traffic between al
pairs of edge nodes to be monitored for a certain period (e.g., 24
hours). Thisisa serious overhead for alarge scale network.

Based on this background, we choose the approach that provides
the most accurate estimation (requirement 3)), while satisfying re-
quirements 1) and 2). Accordingly, we use the gravity/tomogravity
model [9].

Although the tomogravity model is more accuracy than the grav-
ity model, its errors are significant in some cases [12]. We discuss
this in the next subsection, and clarify what kinds of error signifi-
cantly impact VNT reconfiguration performance. We then propose
a new traffic estimation method which makes multilayer TE more
efficient.

3.1.2 Impact of estimation errors

In this subsection, wefirst show theimpact of estimation errorsin
the tomogravity model and discuss what kinds of error are dominant
factorswith regard to multilayer TE.

We investigate the impact of errors, by the following steps.

0 10 Assumeatraffic matrix (referred truetraffic matrix) asthe
input

0 20 Estimate the traffic matrix (referred estimated traffic ma-
trix) using the tomogravity method

0 30 Reconfigurethevirtual topology from the estimated traffic
matrix
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Table2 Impact of estimation errorson TE approaches
Pr Vo

N/A | 99 Gbps
1.05 | 100 Gbps
1.09 | 100 Gbps

1.21 | 119 Gbps

Approach 1
Approach 2
Approach 3
Approach 4

0 40 Calculatethe utilization of each logical link on the recon-
figured topology

In this simulation, we use the backbone topology of NSFnet, and
set the maximum number of wavelengths to be 4. We assume the
single path case. For each TE approach, we set R and M to 40 Gbps
and 0.5 respectively. Bandwidths of all optical paths are identical,
i.e., 10 Gbps.

As the true traffic matrix, we use a randomly generated traffic,
which sets the traffic demand for each edge pair according to aran-
dom value whose mean is 1.05 Gbps, in order to investigate how
multilayer TE works when the traffic estimation is inaccurate. It is
because the accuracy of the tomogravity method worsens when the
traffic demands are random, where this condition exhibits no cor-
relation between the total amount of ingress/egress traffic at source
and destination nodes.

The link utilization of the topologies configured for the random
traffic model is shown in Figure 2. From this figure, some link uti-
lizations are higher than their estimated utilizations. The VNT re-
configuration is performed using the estimated traffic matrix. That
is, each traffic demand entry in the traffic matrix may contain neg-
ative or positive error. When the traffic demand is underestimated
(negative error), the actua utilization based on traffic passing the
logical link exceeds the underestimated level and becomes higher
than the utilization expected.

The link utilization higher than the expected utilization decrease
the amount of traffic the network can accommodate. Therefore, we
evaluate impact on the amount of traffic the network can accommo-
date with comparing other TE approaches. The maximum amount
of traffic the network can accommodate (Vo) is compared among
four TE approaches. According to the similar way of calculating
Vo, we map the true traffic matrix scaled by maximized « in Eq. (1)
with the constraint of R and M. For each TE approach, we also an-
alyze the proportion Pr of the observed maximum link utilization
to its estimated value after VNT reconfiguration.

Table 2 shows that Approach 4 hasthelargest value of Pr, which
indicates that Approach 4 isthe most sensitive to estimation errors.
The difference between estimated and true link utilizations after re-
configuration is the sum of estimation errors of traffic passing the

logical link. Because the tomogravity method uses link utilization
monitored before TE as an input, the sum of traffic volume passing
a link before the reconfiguration simply represents a utilization of
thelink, i.e., it contains no estimation error. Consequently, the sum
of estimation errors for passing a link after reconfiguration is the
sum of estimation errors of traffic whose routes are changed by the
reconfiguration. In the tomogravity model, there is aweak correla-
tion between the property of path and the amount of estimation error
when thetraffic volumes are randomly given. Therefore, the estima-
tion error of the link is relative to the number of routes passing the
link changed by the reconfiguration.

From the viewpoint of the degree of route changes (i.e., how
many routes are changed by TE) after reoptimization for each TE,
Approach 2 changes only packet-layer routing and has a smaller
number of logical links compared to Approaches 3 and 4. That is,
Approach 2 has less alternative routes than Approaches 3 and 4.
Approach 3 also configures the VNT, however, this approach only
performs the minimum hop routing in the packet-layer. From these
comparison, Approach 4 may have more route changes compared
to Approaches 2 and 3, and therefore it may have more estimation
errors.

From Table 2, we can also see that Approach 4 can accommodate
the highest amount of traffic despite being the most sensitive to esti-
mation errors. In thisway, Approach 4 can work well if we usethe
estimated traffic matrix, although the impact of estimation errorson
it is the greatest among four TE approaches. If we could reduce
the impact of estimation errors, Approach 4 would work even bet-
ter. Accordingly, we propose amethod to reduce such impact in the
next subsection.

3.2 Proposed method for reducing impacts of estimation er-

rors

In this subsection we propose amethod to reduce the impact of es-
timation errors on VNT reconfiguration performance. Our method
is based on the reestimation of part of the traffic matrix in order to
better approximate the traffic demand. More specifically, we rees-
timate entries of the traffic matrix by changing a part of the route
of packet LSP [ so that it passes through optical path p. Asthere-
sult of changing the route, the amount of traffic on optical path p is
changed by the amount of traffic, r; , of packet LSP1, i.e.,

(12)

/
T, = Tp — Tp,

where z,, and z;, are the rates of traffic on optical path p monitored
before and after changing the route, respectively.

Increasing the number of edge-to-edge paths reestimated by set-
ting new L SPsraises the accuracy of traffic matrix estimation. Here,
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Table 3 Results of reconfiguration using the reestimated traffic matrix

Method Pr | Vo

True traffic matrix | N/A | 142 Gbps
Tomogravity 1.21 | 119 Gbps
M1 1.49 | 99 Gbps
M2 1.30 | 106 Gbps
M3 1.00 | 110 Gbps
M4 1.14 | 130 Gbps

the main issue of the proposed method is how to decide which paths
should be re—estimated. We propose four methods as follows.

M1 Select the entries randomly from the set of entries

M2 Select the entries in descending order of the number of hops
for each traffic demand

M3 Select the entries in descending order of the underestimation
error value

M4  Select the entries in descending order of absolute error value

M2 is based on the fact that errors in a path having a larger num-
ber of hops have impacts to more logical links. M3 is based on the
fact that the logical link, whose true link loadsis high, is caused by
underestimation and the high load link reduce the amount of traffic
the network can accommodate. M4 is the method which can reduce
the estimation errors optimally irrespective of underestimated entry
or overestimated entry.

Note here that our purpose on proposed selection methods is to
investigate the possibility of improvement of the accuracy by the
partial matrix reestimation. We therefore assume that routers can
collect the amount of overestimate/underestimate errors for the next
traffic matrix estimation, whileit is difficult to obtain the exact val-
uesin thereal environment.

3.3 Evaluation

We examined the VNT reconfigurations with Approach 4 yielded
by the traffic matrices reestimated by M1 through M4. In this simu-
lation, we used the backbone topology of NSFnet and set the maxi-
mum number of wavelengths to 4. We reestimate 40 % of all traffic
matrix entries. We evauate the effect of reestimation by using Vo
and Pr.

Table 3 compares Pr and V o among four selection methods. We
also show the resultsin truetraffic matrix and tomogravity casesfor
comparison purpose. From this table, an interesting observation is
shown that reestimation to obtain the actua traffic demand is not
always improve the accuracy of the estimation. For example, the
result of M1 shows that the reestimation gives worse accuracy com-
pared to the tomogravity model (i.e., without reestimation) even if
40% of edge-to-edge paths are obtained true traffic demands. An-
other observation is that reducing the value of Pr cannot always
give an improvement of accommaodeative traffic on TE. It is because
reducing underestimaed entries increases the overestimated link uti-
lization which reserves unnecessary bandwidth, though reducing
underestimaed entries can reduce the value of Pr. On the other
hand, Pr in M4 is smaller, and can accommodate more traffic than
the tomogravity model. That is, oneimportant issue on reestimating
true traffic demand is not only the amount of estimation error, but
also the balance between total of underestimate and overestimate
errors which would be relaxed by the reestimation.

4 Concluding Remarks

We considered multilayer traffic engineering (TE) strategies for
IP and Optical networks. Since it isinfeasible to collect a compre-
hensive traffic matrix information for a large-scale network due the
N-square problem, hence we developed a traffic matrix estimation
method suitable for multilayer TE. In this method, we reestimate
entries of the traffic matrix by changing a part of the route. We
investigated its performance through extensive ssimulations. The re-
sult shows that we can significantly reduce theimpact of estimation
errors by reestimating the 40 % of al traffic matrix entries.

References

[1] B. G. Jozsa, D. Orincsay, and L. Tamasi, “Multi-hour design of dy-
namically reconfigurable MPLS networks,” in Proceedings of Net-
working 2004, pp. 502-503, May 2004.

[2] C. Villamizar, “OSPF optimized multipath (OSPF-OMP).” Internet
Draft draft-ietf-ospf-omp-02.txt, Feb. 1999.

[3] B. Fortzand M. Thorup, “Internet traffic engineering by optimizing
OSPF weights,” in Proceedings of IEEE INFOCOM 2000, pp. 519—
527, Mar. 2000.

[4] K. Shiomoto, E. Oki, W. Imajuku, S. Okamoto, and N. Ya
manaka, “Distributed virtual network topology control mechanism
in GMPLS-Based,” IEEE Journal on Selected Areas in Communica-
tions, vol. 21, pp. 1254-1262, Oct. 2003.

[5] A. Gencata and B. Mukherjee, “Virtual-topology adaptation for
WDM mesh networks under dynamic traffic,” IEEE/ACM Transac-
tions on Networking, vol. 11, pp. 236-247, Oct. 2003.

[6] S. Gieselman, N. Singhal, and B. Mukherjee, “Minimum-cost
virtual-topology adaptation for optica WDM mesh networks,” in
Proceedings of IEEE ICC, vol. 3, pp. 1787-1791, June 2005.

[7] M. Roughan, M. Thorup, and Y. Zhang, “ Traffic engineering with es-
timated traffic matrices,” in Proceedingsof ACM SSGCOMM Internet
Measurement Conference, pp. 248-258, Oct. 2003.

[8] R.Duttaand G. N. Rouskas, “A survey of virtual topology design al-
gorithms for wavelength routed optical networks,” Optical Network
Magazine, vol. 1, pp. 73-89, Jan. 2000.

[9] Y. Zhang, M. Roughan, N. Duffield, and A. Greenberg, “Fast accu-
rate computation of large-scale | P traffic matricesfromlink loads,” in
Proceedings of ACM SIGMETRICS 2003, pp. 206-217, June 2003.

[10] K. Papagiannaki, N. Taft, and A. Lakhina, “A distributed approach to
measure traffic matrices,” in Proceedings of ACM Internet measure-
ment conference, pp. 161-174, Oct. 2004.

[11] A. Soule, A. Lakhina, N. Taft, K. Papagiannaki, K. Salamatian,
A. Nucci, M. Crovella, and C. Diot, “Traffic matrices: Balancing
measurements, inference and modeling,” in Proceedings of ACM
SIGMETRICS 2005, pp. 362—373, June 2005.

[12] A.Gunnar, M. Johansson, and T. Telkamp, “ Traffic matrix estimation
on alarge | P backbone — a comparison on real data,” in Proceedings
of Internet Measurement Conference, pp. 149-160, Oct. 2004.



