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Congestion control mechanism of TCPCongestion control mechanism of TCP

•• Main purposeMain purpose

–– Avoiding network congestion and utilizing Avoiding network congestion and utilizing 
fully the link bandwidthfully the link bandwidth

–– Fair bandwidth usage among competing Fair bandwidth usage among competing 
connectionsconnections

•• WindowWindow--based congestion controlbased congestion control

–– Adjusting data transmission rate by Adjusting data transmission rate by 
maintaining a window sizemaintaining a window size
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Window size control in TCP RenoWindow size control in TCP Reno

•• Basic MechanismsBasic Mechanisms
–– Increase 1 packetIncrease 1 packet

per RTTper RTT

–– Decrease by half when Decrease by half when 

packet loss is detectedpacket loss is detected

•• ProblemsProblems
–– Periodical packet losses cannot be avoidedPeriodical packet losses cannot be avoided

–– It cannot fully utilize the link bandwidth It cannot fully utilize the link bandwidth 
especially in highespecially in high--speed and longspeed and long--delay delay 
networksnetworks

–– It cannot distinguish a congestionIt cannot distinguish a congestion--oriented oriented 
packet loss and a wirelesspacket loss and a wireless--oriented packet loss oriented packet loss 
when it traverses wireless linkswhen it traverses wireless links

–– ……
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Window Size Control in TCP Reno(2)Window Size Control in TCP Reno(2)

•• ReasonsReasons

–– The increase speed is fixed and small and/or decrease ratio The increase speed is fixed and small and/or decrease ratio 
is too large, especially for longis too large, especially for long--distance and highdistance and high--bandwidth bandwidth 
networksnetworks

–– Reno cannot recognize the bandwidth information of the Reno cannot recognize the bandwidth information of the 
network path, so it continues increasing its window size until network path, so it continues increasing its window size until 

a packet loss occurs due to buffer overflowa packet loss occurs due to buffer overflow

•• Our solution: TCP SymbiosisOur solution: TCP Symbiosis

–– Utilizes the bandwidth information of the network pathUtilizes the bandwidth information of the network path

•• If it is possible to obtain the bandwidth information, the If it is possible to obtain the bandwidth information, the 
increase/decrease speed can be changed dynamically increase/decrease speed can be changed dynamically 
according to the bandwidthaccording to the bandwidth

–– Introduces a new algorithm in window size increase / Introduces a new algorithm in window size increase / 
decreasedecrease

•• Based on Based on LotkaLotka--VolterraVolterra competition model competition model 
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Measuring bandwidth of network pathMeasuring bandwidth of network path

•• Inline Measurement TCP (ImTCP)[1]Inline Measurement TCP (ImTCP)[1]

–– BuiltBuilt--in measurement mechanism in TCPin measurement mechanism in TCP

–– Obtaining the information of physical capacity and available Obtaining the information of physical capacity and available 
(residual) bandwidth of an end(residual) bandwidth of an end--toto--end network pathend network path

•• Yielding results every 1Yielding results every 1--4 RTT4 RTT

[1] Le [1] Le ThanhThanh Man Cao, Go Hasegawa and Masayuki Murata, Man Cao, Go Hasegawa and Masayuki Murata, ImTCPImTCP: TCP with an Inline Measurement Mechanism for Available : TCP with an Inline Measurement Mechanism for Available 
Bandwidth, Computer Communications Journal, Vol.29, Issue 10, ppBandwidth, Computer Communications Journal, Vol.29, Issue 10, pp. 1614. 1614--1626, June 20061626, June 2006
http://http://www.anarg.jp/imtcpwww.anarg.jp/imtcp//

TCP ReceiverTCP ReceiverTCPTCP SenderSender

IP NetworkIP Network

ACK packetsACK packets

AdjustAdjust transmission intervals oftransmission intervals of
data packetsdata packets

Estimate available/physical bandwidthsEstimate available/physical bandwidths
from arrival intervals of ACK packetsfrom arrival intervals of ACK packets

ImTCP uses data/ACK packets in a TCP connection

ImTCP adds no extra traffic for measurement

ImTCP uses data/ACK packets in a TCP connectionImTCP uses data/ACK packets in a TCP connection

ImTCP adds no extra traffic for measurementImTCP adds no extra traffic for measurement

Data packetsData packets
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Design policy of congestion control mechanismDesign policy of congestion control mechanism

•• AAdjust the data transmission djust the data transmission raterate using the using the 
bandwidth informationbandwidth information

–– IIncreasncreasinging thethe raterate according to the bandwidthaccording to the bandwidth

•• Scalability to the bottleneck link bandwidthScalability to the bottleneck link bandwidth

–– Converging the rate into a certain valueConverging the rate into a certain value

•• No packet loss occursNo packet loss occurs

•• We use an existing mathematical modelWe use an existing mathematical model

–– Model characteristics has been revealedModel characteristics has been revealed
•• Stability, fairness, parameter setting, Stability, fairness, parameter setting, ……
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LotkaLotka--VolterraVolterra competition modelcompetition model

•• DDescribescribinging changes in changes in populationpopulation of of 2 2 speciesspecies[2][2]

–– Logistic growth with interactions between speciesLogistic growth with interactions between species

[2] J. D. Murray, Mathematical Biology I: An Introduction. Springer Verlag Published, 2002.
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Converting the model into the congestion control algorithmConverting the model into the congestion control algorithm

•• Extend the equation for Extend the equation for nn connectionsconnections

•• The amount of the bandwidth used by the The amount of the bandwidth used by the 
other flows is estimated by:other flows is estimated by:
–– physical capacity physical capacity KK –– available bandwidth available bandwidth AA

•• Both are measured by Both are measured by ImTCPImTCP

•• Convert transmission rate to window sizeConvert transmission rate to window size

•• Convert the equation to describe perConvert the equation to describe per--ACK ACK 
actionaction
–– wwii ACK packets are received in 1 RTTACK packets are received in 1 RTT
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Summary of proposed mechanismSummary of proposed mechanism

•• Obtains the bandwidth information from the Obtains the bandwidth information from the 
inline measurement mechanisminline measurement mechanism

–– Physical capacity and available bandwidthPhysical capacity and available bandwidth

•• Controls the window size by using below Controls the window size by using below 
equation:equation:

•• Uses the same control mechanism as TCP Uses the same control mechanism as TCP 
Reno when:Reno when:

–– A TCP connection is in slowA TCP connection is in slow--start phasestart phase

–– Bandwidth information is not availableBandwidth information is not available

–– Packet losses are detected by sender TCPPacket losses are detected by sender TCP
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Simulation experimentsSimulation experiments

•• DetailsDetails
–– The Network Simulator The Network Simulator –– nsns--22

–– εε= 1.95, = 1.95, γγ = 0.9= 0.9

–– ComparisonComparison

•• TCP RenoTCP Reno

•• HSTCPHSTCP

•• Scalable TCPScalable TCP
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N TCP

TCP Traffic
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40 [msec]

r UDP [Mbps]
BW [Mbps]

5 [msec]

bw i [Mbps]
5 [msec]

Protocols for high-speed 
and large bandwidth 

network 

Protocols for high-speed 
and large bandwidth 

network 
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Fundamental behaviorFundamental behavior

Proposed mechanism:
・converges quickly into ideal value

・experiences no packet losses

Proposed mechanism:
・converges quickly into ideal value

・experiences no packet losses

Reno, HSTCP, Scalable TCP:
・experience periodic packet losses

Reno, HSTCP, Scalable TCP:
・experience periodic packet losses

Proposed mechanism can
efficiently utilize the link bandwidth

Proposed mechanism can
efficiently utilize the link bandwidth
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50 [Mbps]
100 [Mbps]

5 [msec]

100 [Mbps]
5 [msec]

•• Change in congestion window sizeChange in congestion window size
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Convergence timeConvergence time

• Convergence time：the time for a TCP connection to utilize 99% 
of the link bandwidth

BW [Mbps]

BW [Mbps]

UDP Traffic

BW [Mbps]

TCP Traffic

5 [msec]

5 [msec]

40 [msec]

0.2BW [Mbps]
BW [Mbps]

5 [msec]

BW [Mbps]
5 [msec]

Proposed mechanism:
・constant and the smallest convergence 
time

Proposed mechanism:
・constant and the smallest convergence 
time

Reno:
large time is necessary

Reno:
large time is necessary

HSTCP:
convergence time grows as BW increases

Scalable TCP: 
requires almost the same time as HSTCP

HSTCP:
convergence time grows as BW increases

Scalable TCP: 
requires almost the same time as HSTCP
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5本
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Bandwidth share among multiple connectionsBandwidth share among multiple connections

unfairness unfairness 

no packet lossesno packet losses

Fairness is realizedFairness is realized

periodical packet lossesperiodical packet losses

TCP connections

HSTCP Proposed mechanism
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ConclusionConclusion

•• Congestion control mechanism of TCP based on Congestion control mechanism of TCP based on 
LotkaLotka--VolterraVolterra competition modelcompetition model

–– FeaturesFeatures

•• It uses the bandwidth information obtained from inline It uses the bandwidth information obtained from inline 
measurement (measurement (ImTCPImTCP))

•• It has the window size control algorithm based on the It has the window size control algorithm based on the 
mathematical models from biophysicsmathematical models from biophysics

–– Simulation results show that the proposed mechanism Simulation results show that the proposed mechanism 
can improve the performance of TCP can improve the performance of TCP 

•• Future workFuture work

–– Mathematical analysisMathematical analysis

•• ParamterParamter setting with considering the effect of setting with considering the effect of 
measurement errorsmeasurement errors

–– Experiments in actual Internet environmentExperiments in actual Internet environment


