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Low-diameter           → High reachability
Location-awareness → Fast search and retrieval
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[3] A.-L. Barabasi and R. Albert: “Emergence of Scaling in Random Networks”, Science, 286, (1999).
[5] Y. Liu, X. Liu, L. Xiao, L.M. Ni and X. Zhang: “Location Awareness in Unstructured Peer-to-Peer Systems”, IEEE Transactions 

on Parallel and Distributed Systems,  vol. 16, no. 2, pp. 163-174, 2005.
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Common objectives
A peer tries to connect to a high-degree and physically-close peer
to shorten search and retrieval latency and find out more provider peers
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[7] R. Albert and A.-L. Barabasi: “Topology of Evolving Networks: Local Events and
Universality”, Physical Review Letter, 85, 24 (2000).
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Calculate set Sm of peers that 
are physically close

• According to PA, select a peer 
in SwUSm
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• start from step 3
– A peer uses locally cached information on peers and their 

physical distance
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– Neighbor distance
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Basic characteristics
Since LLR and BA follow power-law degree distributions,
they accomplish high reachability compared with LTM

Effectiveness of rewiring method
- Reachability is improved by the rewiring method 
even if a new peer knows only 20 candidates at a join phase

- Especially in Sprint, the reachability becomes higher than BA by 0-60%

 0

 0.2

0.4

 0  1  2  3  4  5  6  7 8

R
e

Search range (logical hop)

LTM
BA

Proposal (x=all)
Proposal (x=20)

Proposal (x=20, rewiring)
 0

 0.2

 0.4

 0  1  2  3  4  5  6  7 8

R
e

Search range (logical hop)

LTM
BA

Proposal (x=all)
Proposal (x=20)

Proposal (x=20, rewiring)

Simulation results
- Neighbor distance -

Simulation results
- Neighbor distance -

0 4

 0.6

 0.8

 1

C
D

F

LTM
BA

Proposal (x=all)
Proposal (x=20)

Proposal (x=20, rewiring)

0 4

 0.6

 0.8

 1

C
D

F

Abilene network Sprint network

2006/11/17 MobCops 2006 15

 0

 0.2

 0.4

 0  2  4  6  8  10
Physical hop count between neighbors

 0

 0.2

0.4

 0  2  4  6  8 10
Physical hop count between neighbors

LTM
BA

Proposal (x=all)
Proposal (x=20)

Proposal (x=20, rewiring)

Characteristics of related works
LTM can shorten the neighbor distance than BA
by disconnecting physically-distant neighbors

Effectiveness of LLR
LLR can construct an overlay network where logical neighbors are 
physically close with each other as with LTM
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- random peer disappearances -
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overlay network
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Reachability
•Reachability becomes higher by recovery than the case without failures,
because the number of peers decreases and consequently the diameter 
of the overlay network decreases

Neighbor distance
•Even if Pd increases, the neighbor distance does not change much

Evaluation scenario for resilience to failures
- attacks from malicious users -

Evaluation scenario for resilience to failures
- attacks from malicious users -

• We remove Nd peers in a descending order of 
degree after all peers joined
– Scenario 1

• We try to recover from the attack by the recovery method
– Scenario 2

• We rebuild an overlay network from the initial condition by

• We remove Nd peers in a descending order of 
degree after all peers joined
– Scenario 1

• We try to recover from the attack by the recovery method
– Scenario 2

• We rebuild an overlay network from the initial condition by

2006/11/17 MobCops 2006 18

• We rebuild an overlay network from the initial condition by 
adding peers that remained after the attack one by one

– Time for recovery in scenario 1 and time for 
reconstruction in scenario 2 is the same

• If those two networks have similar properties
– LLR is resilient to attacks

• We change Nd as 10 and 125
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Simulation results
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Reachability
•The reachability of scenario 1 is lower than that of scenario 2
In scenario 1, a peer that loses its neighboring peer cannot necessarily 
establish a connection to another high-degree peer because it may be 
physically apart

Neighbor distance
•If the scale of attacks is small (Nd=10), there is almost no difference
•Even in the case of massive attacks (Nd=125), the deterioration is 
at most 0.2
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Reachability is improved by 0 60% compared with BA model
• Neighbor distance becomes short as with LTM
• Failure resilience is accomplished against both random 

disappearances and malicious attacks

• Future works
– Load balancing among peers

• Query messages tend to concentrate on high-degree nodes
• By introducing caching mechanism, we expect to reduce the 

load on a high-degree peer
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