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Abstract

One of the difficulties of optical packet switched
networks is buffering optical packets in the network.
Currently, one solution that can be used for buffering
in the optical domain is using long fiber lines called
Fiber Delay Lines (FDL). However, FDLs provide
only a small and fixed amount of delay. Thus, bursti-
ness of Internet traffic and over-utilizations cause high
packet drop rates in small and fixed delayed OPS net-
works.

Recently, we proposed a new network architecture
using a XCP-based congestion control algorithm for
OPS WDM networks with pacing at edge nodes for
minimizing the buffer requirements at core nodes. In
this paper, we investigate input and output optical
switch architectures for minimizing the size of optical
switching fabric with the proposed network architec-
ture. We show the number of FDLs and switch size re-
quirements of architectures depending on FDL gran-
ularity and packet size distribution.

1 Introduction

Buffering optical packets in the network is one
of the difficulties of Optical packet-switched (OPS)
networks when compared with electronic packet-
switched (EPS). In EPS networks, contention of pack-
ets is resolved by storing the contended packets in
an electronic random access memory (RAM). Elec-
tronic RAM allows sending out the packets with O(1)
reading operation when the output port is free. How-
ever, there is no equivalent optical RAM available for
O(1) reading operation. Converting optical packets to
electrical domain in order to use electronic RAM is
not a feasible solution because of the processing limi-
tations of EPS. Therefore, processing and switching
must be done in the optical domain for high-speed
operation. Currently, one solution that can be used
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for buffering in the optical domain is using long fiber
lines called Fiber Delay Lines (FDL). However, FDLs
require long fiber lines, which cause signal attenua-
tion. Furthermore, FDLs provide only a fixed amount
of delay and there can be a limited number of FDLs in
a router due to space, power and cost considerations.

According to a rule-of-thumb, buffer size of each
output link of a router must beB = RTT × BW ,
whereRTT is the average round trip time of flows
and BW is the bandwidth of output link, in order
to achieve high utilization with TCP flows. Appen-
zeller et al. [1] showed that a buffer sized atB =
RTT×BW√

n
, wheren is the number of TCP flows pass-

ing through the link, is enough for achieving high uti-
lization. However, this buffer requirement is still high
for high speed OPS routers with very small amount of
buffering capacity.

Recently, Ref. [2] proposed thatO(log W ) buffers
are sufficient whereW is the maximum congestion
window size of flows when TCP flows are paced [3]
and the link is under-utilized. The buffer size depends
on the maximum congestion window size TCP flows.
Ref. [2] proposes pacing by using Paced TCP or us-
ing access links much slower than OPS core links.
Replacing TCP senders with paced versions can be
hard. Also using slow access links is not a preferred
solution when there are applications that require high-
bandwidth on the network. Therefore, it may be better
to design a general architecture for OPS network that

• can achieve high utilization in a small buffered
OPS network independent of the number of TCP
or UDP flows,

• does not require limiting the speed of access
links,

• does not require replacing sender or receiver
agents of computers using the network.

Applying pacing to the input traffic at the edge
nodes of an OPS network can be a good choice for
achieving these goals. Even if TCP pacing is applied
at the clients, the aggregated traffic arriving to the OPS
network may end up behaving bursty. Therefore, pac-
ing at the edge of OPS network is more effective on
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Figure 1. XCP macro flows

minimizing burstiness of traffic entering the OPS do-
main.

In Ref. [4], we introduced an all-optical OPS net-
work architecture that can achieve high utilization
and low packet drop ratio by using FDL-based small
buffering. In our architecture, we consider an OPS
domain where packets enter and exit the OPS do-
main through edge nodes. We proposed using a XCP-
based [5] intra-domain congestion control protocol for
achieving high utilization and low packet drop ratio
with small FDL buffers. We showed that XCP can be
used for controlling and limiting the utilization level
of each wavelength. Selecting a target wavelength uti-
lization less than actual wavelength capacity in XCP
control algorithm can prevent queue buildups and al-
low operating at a utilization level that can give a low
packet drop rate for a selected FDL granularity as
shown in [4]. In our architecture, if there is traffic
between an edge source-destination node pair, a rate-
based XCP macro flow is created, and incoming TCP
and UDP packets of this edge pair are assigned the
XCP macro flow as shown in Fig. 1. The edge nodes
apply leaky-bucket pacing to the macro flows by using
the rate information provided by XCP for minimizing
the burstiness. Variable sized IP packets using vari-
able number of slots enter OPS network without any
assembling.

Switching fabric size is an important cost factor
in routers. Many switching fabric architectures like
MEMS, optomechanical, electrooptic, thermooptic,
liquid-crystal based switches are proposed for opti-
cal switching [6]. However, the number of switch-
ing elements in the fabric increases together with the
overall cost as the number of ports of the switch in-
creases. Also increasing the switch size introduces
high crosstalk and insertion losses in many proposed
switching fabric architectures. These losses require
optical amplification that further increases the overall
cost as explained in [6]. In [4], a simple output FDL
buffered switch was used as switching architecture. In
this paper, we investigate and compare input and out-
put buffered optical switch architectures for minimiz-
ing the size of optical switching fabric of core nodes
while achieving higher throughput with small buffers.
For this purpose we apply the proposed FDL-based
small-buffered network architecture. We show how
the FDL requirements of different switch architectures

change with FDL granularity and packet size distribu-
tion by using a star topology.

The rest of the paper is organized as follows. Sec-
tion 2 describes the basics of XCP algorithm, and
switch and FDL architectures proposals, and details
of proposed algorithm. Section 3 describes the simu-
lation methodology and presents the simulation results
on star topology. Finally, we conclude in Section 4.

2 Architecture

2.1 XCP Basics

XCP is a new congestion control algorithm specif-
ically designed for high-bandwidth and large-delay
networks. XCP makes use of explicit feedbacks re-
ceived from the network. Core routers are not required
to maintain per-flow state information. Each XCP
core router updates its control decisions calculated
by an Efficiency Controller and a Fairness Controller
when timeout of a per-link control-decision timer oc-
curs.

Efficiency Controller (EC) controls the input ag-
gregate traffic in order to maximize link utilization.
A desired increase or decrease in aggregate traffic for
each output port is calculated by using the equation
Φ = α · S − β · Q/d, whereΦ is the total amount
of desired change in input traffic,α andβ are spare
bandwidth control and queue control parameters, re-
spectively andd is the control decision interval.S is
the spare bandwidth that is the difference between the
link capacity and input traffic in the last control inter-
val. Q is the persistent queue size.

After calculating the aggregate feedbackΦ, Fair-
ness Controller (FC) fairly distributes this feedback to
flows according to an AIMD-based control. However,
convergence to fairness may take a long time whenΦ
is small. Bandwidth shuffling, which redistributes a
small amount of traffic among flows, is used in order
to solve this problem. Amount of shuffled traffic is
calculated byh = max(0, γ · u − |Φ|), whereγ is
the shuffling parameter andu is the rate of aggregate
input traffic in the last control interval.

2.2 Switch, Scheduler and FDL Archi-
tectures

In [4], we evaluated the FDL requirements of an
output buffered switching architecture where FDL
lines are connected to the output ports of the switch as
shown in Fig. 2(b) for a single wavelength. If there are
many fiber delay lines per output link, such a switch
requires many output ports and therefore a big switch-
ing fabric However, switching fabric size is usually
one of the biggest factors determining overall router
cost, so in this paper we try to decrease the size of the
switching fabric.

In [4], output buffering without void filling was
used as the buffering architecture and scheduling al-
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Figure 2. Switch and FDL architectures

gorithm. In this paper we evaluate the switch size and
buffer requirements of a different architecture called
input buffering with virtual output queuing (VOQ)
scheduling shown in Fig. 2(a) for a single wavelength.
We also evaluate the buffer requirements of void fill-
ing scheduling version of output buffering for com-
parision. Speedup is 1 in all switches.

Buffers are implemented as a single stage equidis-
tant fiber delay lines like in [4]. FDL length distribu-
tion increases linearly (x, 2x, 3x, 4x. . . ) wherex is
FDL granularity. The number of required FDLs (de-
noted byB) is evaluated for different FDL granular-
ities. When output buffering is used, required switch
size for a single wavelength isN × BN , where N
is the number of links assuming the number of output
and input links is the same, as seen in Fig. 2(a). On the
other hand, input buffering decreases the main switch
size toN × N independent of the number of delay
lines. Each input link requires a1 × N small switch
in front of its FDL set. Therefore, input buffering can
be implemented by dividing the switching fabric into
smaller switches instead of a single and large main
switch. This may bring a drastic decrease in switch-
ing fabric cost especially ifB is high. However, a
well-known problem of input buffering is head-of-line
blocking, which limits the achievable utilization. We
apply virtual output queuing (VOQ) scheduling for
minimizing this problem.

A FDL set provides only a limited set of required
delays, unless granularity is a single slot. When the
required delay is not supported by the FDL set, pack-
ets may end up to be delayed more than the required
delay. Extra delaying the packets causes unused void
slots, which decrease the achievable throughput of
output links. Void filling scheduling algorithms de-
crease the number of such unused slots and decrease
the FDL requirements. However, void-filling algo-

rithms increase the scheduler complexity, so a simple
output buffering architecture without in output buffer-
ing was used in [4]. In this paper, we evaluate a void
filling version of output buffering architecture for a
more fair comparison with input buffering architecture
where void filling is necessary for VOQ. Void filling
algorithms may cause packet reordering, so they must
be carefully applied. We prevent packet reordering
among the packets that will be switched through the
same input-output link pairs in both input buffering
and void filling version of output buffering.

2.3 Rate-based Paced XCP

In [4], we proposed Optical Rate-based Paced XCP
as an intra-domain traffic shaping and congestion con-
trol protocol, which is similar to TeXCP [7] in elec-
tronic networks, in an OPS network domain. In this
architecture, XCP sender agent on an ingress edge
node multiplexes incoming flows destined to the same
egress edge node and creates a macro flow as shown
in Fig. 1, and applies pacing with rate control to the
macro flow according to XCP rate calculation.

XCP feedbacks of OPS edge nodes are carried in
separate probe packets that XCP sender agents send
only once in every control period. There is no feed-
back information carried in header of data packets, so
there is no need for calculating a per-packet feedback
in core routers unlike in original XCP [5]. We are sep-
arating the control channel and data channels. Probe
packets are carried on a separate single control wave-
length that is slow enough for carrying only probe
packets. Low transmission rate of control wavelength
allows applying electronic conversion for updating the
probe feedback and buffering the probe packets in
electronic RAM in case of a contention.

When a probe packet of macro flowi arrives to
a core router, the XCP agent responsible for con-
trolling the wavelength of macro flowi calculates
a positive feedbackpi and a negative feedbackni

for macro flowi. Positive feedback is calculated by
pi = h+max(0,Φ)

N and negative feedback is calculated

by ni = ui·(h+max(0,−Φ))
u , whereN is the number of

macro flows on this wavelength,ui is the traffic rate
of flow i estimated and sent by the XCP sender in the
probe packet andh is the shuffled bandwidth.N can
be estimated by counting the number of probe packets
received in the last control interval. Another possi-
ble method is using the number of LSPs if GMPLS is
available [7]. Control interval is the maximum RTT
in the network. Control interval can be selected a bit
longer than the maximum RTT for in order to com-
pensate for processing and buffering delays of control
packets. Feedback, which is the required change in
the flow rate, is calculated byfeedback = pi − ni.
If this feedback is smaller than the one in the probe
packet, core router replaces the feedback in the probe
packet with its own feedback. Otherwise, core router
does not change the feedback in the probe packet.
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Figure 3. Star topology

As explained in Sec. 2.1.1, wavelength capacity
must be explicitly given to XCP algorithm for calcu-
lating S. If we give a false virtual capacity value less
than actual wavelength capacity, XCP algorithm con-
verges to the given virtual capacity and causes under-
utilization. It is possible to make use of this property
of XCP for operating OPS network at a limited utiliza-
tion level that provides low packet drop ratio. We call
the ratio of given virtual capacity and actual capacity
as target utilization.

3 Evaluation

3.1 Simulation Settings

Proposed network architecture and buffering mod-
els are implemented overns version 2.28 [8]. XCP
agents start sending data randomly in the first 10s
and continue until the simulation ends. It is assumed
that there is a backlogged traffic at edge buffers, so
each edge node sends traffic to all other edge nodes
at the maximum possible rate controlled by XCP. We
chose XCP’sα, β andγ parameters for edge routers
as 0.2, 0.056 and 0.1, respectively, as explained and
used in [4]. However, input buffering architecture im-
plemented by FDLs makes it hard to provide buffer
occupancy data to XCP algorithm. Furthermore, our
aim is to have a small buffered network and effect of
queue parameter is low as persistent queue size is usu-
ally small with such a small buffered network, soβ
parameter is set to zero in the core routers. [9] shows
that this parameter set is stable. Total simulation du-
ration is 40s.

Slot size is selected as 52Bytes, because Ref. [10]
shows that most common small packets on Internet2
are in the range of 40Bytes to 52Bytes. The selec-
tion of optimum slot size is left as a future work.
Probe packet size is selected as equal to the slot size.
FDLs are used for resolving contention of data pack-
ets. Contention of probe packets on control wave-
length is resolved by electronic RAM as explained in
section 2.3. Ref. [10] shows that size of packets in
Internet2 traffic is mainly composed of very small and
big packets and there is around 3:2 ratio between these
two, so this packet size distribution is used in the sim-
ulations as a realistic packet size distribution. Simu-
lated packet size distributions are

• All packets are 1 slot (52 Bytes) size

• All packets are 29 slots (1508 Bytes) size

• 60% of packets are 1 slot (52 Bytes) size , 40%
of packets are 29 slots (1508 Bytes) size (realistic
traffic)

The star topology shown in Fig. 3 is used for
computer simulations. There is a single core node
for switching the packets. Star topology is simulated
when there are 12 edge nodes in the network. Each
source node sends data to all other edge nodes, so each
link carries 11 macro flows (LSPs) in each direction.
Simulated FDL granularities range between 1 to 100
slots. Target utilization parameter of XCP is set to
30% for output links of core node as Ref. [1] states
that network operators usually run backbone links at
loads of 10%-30%. Target utilization is set to 90% for
output links of edge nodes as they can use electronic
RAM for buffering.

There is a single data wavelength on links. Propa-
gation delay of links range between 1ms and 10ms in
the network. XCP control period of core routers and
probe packet sending interval of edge routers is 40ms.
The capacity of the data wavelength is set to 1Gbps
when packets are 29 slots size and realistic packet
size distribution. When all packets are 1 slots size,
wavelength capacity is set to 100Mbps due to simula-
tion time constraints. The capacity of the XCP control
wavelength is 100Mbps.

Figure 4 shows the aggregate packet drop rate in
the simulations. In all subplots, y-axis shows the limit
of the number of delay lines per link and x-axis is the
aggregate packet drop rate in the core, both in log
scale. G lines in the figure show the applied FDL
set granularity. When we compare the simulation re-
sults of input buffering and output buffering in Fig.
4, we see that the delay line requirements for the same
packet drop rate are close, especially for the high gran-
ularities when packets are big and all granularities
when all packets are 52Bytes. FDL requirements of
input buffering is a bit higher.

In the graph, we see that granularities between 1-
50 slots in big size packet simulations and granulari-
ties between 1-3 slots in simulation of 52Bytes pack-
ets show a sharp decrease in drop rate as the number of
delay lines increase. However, if we increase the gran-
ularity, the drop rate decreases first and then becomes
almost constant or decreases with a lower rate, be-
cause void slots in FDLs and output due to high FDL
granularity causes synchronized packet drops and lim-
its the achievable utilization as explained in [4].

Packet size is distribution in the network is an im-
portant factor on the selection FDL granularity and
achievable utilization. If we want a network to have
very low packet drop rate, it is necessary to select
the FDL granularity according to the worst case sce-
nario that is the case of all packets in the network
have the minimum possible size, which is taken as 1
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Figure 4. Aggregate packet drop rate with limited number of FDLs per link when packet size
distribution is realistic packet size distribution with input buffering (a) and output buffering
(b), all 1508Bytes with input buffering (c) and output buffering (d), all 52Bytes with input
buffering (e) and output buffering (f)

slot size in the simulations this paper. After selecting
an FDL granularity that can achieve the target utiliza-
tion and required packet drop ratio with small packets,
the number of delay lines of the switch can be evalu-
ated and selected according to the FDL requirements
in simulation of a traffic composed of big packets and
required packet drop ratio. For example, Fig. 4(e,f)
show that FDL granularities of 1, 2 and 3 slots can
achieve very low drop rate when all packets are 1 slot
size. When we check the FDL requirements of these
granularities with simulation of big packets in Fig.
4(a,b,c,d), we see that it is possible to get low packet
drop rate with around 30-40 delay lines per link with
granularity of 3 slots. On the other hand, around 1%
drop rate may be enough for internet traffic. In such
a case, using as low as 4-5 delay lines per link with
granularity of 20 slots looks enough for all simulated
packet size distributions.

4 Conclusions

In this paper, we investigated some optical switch
architectures for minimizing the size of optical
switching fabric with the proposed network architec-
ture based on pacing the traffic. We compared the
buffering architectures input buffering with VOQ, and
output buffering with void filling. We evaluated the
packet drop rates depending on FDL granularity and
packet size distribution.

We showed that input buffering requires compara-
ble number of delay lines as output buffering architec-
tures at 30% utilization, which is typical for backbone
links of network operators, with pacing. Input buffer-
ing can be implemented by dividing the switching fab-
ric into smaller switches instead of a single and large
main switch, so input switching may decrease costs
when the cost of a large and single switch is higher.
The drawback of input buffering is that its scheduling



algorithm is more complex than scheduler of output
buffering, but processing power requirements of input
buffering may be decreased with some optimizations.
As a future work, we will evaluate the performance of
switches with more realistic traffic with TCP and UDP
flows on big mesh topologies and also compare other
possible switch architectures.
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