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ABSTRACT
Taking into account requirements of sensor networks, we
need fully-distributed and self-organizing control mechanisms
which are scalable to the size of a network, robust to failures
of sensor nodes, and adaptive to di�erent and dynamically
changing topology and changes in wireless communication
environment. Moreover, a particular problem for camera
sensor networks is that in sending video data to data gath-
ering centers in real-time, nodes must adjust video coding
rate in consideration of the high volume of video data against
the network capacity. To accomplish both of the above two
goals, our research group focuses on behavior of biological
systems, which inherently are scalable, adaptive, and ro-
bust. In this paper, we propose an autonomous rate control
mechanism based on a reaction-di�usion model for remote
surveillance or tracking applications. Through local inter-
actions among neighboring sensor nodes, each node sets its
coding rate appropriate for the location of targets and the
local network capacity. We conducted simulation experi-
ments on small-size and large-size camera sensor networks,
and veri�ed the e�ectiveness of our proposed mechanism.

Categories and Subject Descriptors
C.2.4 [COMPUTER-COMMUNICATION NETWORKS]: Dis-
tributed Systems�Distributed applications

General Terms
Algorithms, Experimentation

Keywords
Camera sensor networks, Reaction di�usion, Biological sys-
tem
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Sensor network is one of the most promising and key tech-
nologies for safe, secure, and comfortable society. By dis-
tributing a large number of sensor nodes and organizing a
network through wired and/or wireless communication, one
can obtain detailed information about surroundings, remote
region, and objects. In particular, camera sensor networks,
which are composed of nodes equipped with a camera, are
useful in a variety of applications such as remote surveil-
lance, home security, and tracking applications [1].
Generally, control mechanisms for sensor networks must

be scalable, adaptive, and robust, because of a large num-
ber of sensor nodes, random or unplanned deployment, and
dynamic topology changes due to addition, movement, and
removal of sensor nodes. In addition, due to di�culty in
managing a large number of nodes in a centralized manner,
mechanisms must be fully distributed and self-organizing.
Moreover, a particular problem for camera sensor networks
is transmission of high volume tra�c of video data over a
wireless network of limited capacity. Therefore, in send-
ing video data to data gathering centers in real-time, nodes
must adjust the video coding rate taking into account the
network capacity and the importance of video data. In a
case of surveillance or monitoring applications, video data
obtained at a camera, which detects and tracks a suspicious
or interesting object, should have the su�ciently high reso-
lution and high quality to have a better look at the target.
To accomplish the above mentioned goals in a wireless

sensor network, we adopt a reaction-di�usion model in this
paper. A reaction-di�usion equation was �rst proposed by
Alan Turing as a mathematical model for pattern genera-
tion on the surface of body of �shes and mammals [6] . In a
reaction-di�usion model, through local interactions among
molecules of neighboring cells, a variety of patterns of mor-
phogen concentrations emerge in a self-organizing manner.
Autonomously generated patterns can be used for routing,
clustering, scheduling, and topology control on sensor net-
works [2, 3, 4, 7]. Our early work on a reaction-di�usion
based control mechanisms for a sensor network [4] veri�ed
the practicality of reaction-di�usion based pattern forma-
tion on a wireless sensor network through experiments and
two acceleration schemes for faster pattern generation were
proposed. In smart sensor networks for a forest �re ap-
plication, a stripe pattern is organized from a robot load
point to a �re control point through local and mutual inter-



(a) spots (b) stripes (c) maze

Figure 1: Example of generated patterns

actions among distributed sensor nodes and mobile robots
walk along the stripe to �ght a �re [2]. RDMAC [3] is a
reaction-di�usion based MAC protocol, where they noticed
the similarity among a scheduling pattern of spatial TDMA
and a spot pattern of leopards. A node inhibits packet emis-
sion of neighboring nodes in its range of radio signals while
encouraging nodes out of the range to send packets for bet-
ter spatial use of a wireless channel. For camera sensor net-
works, a cooperative control model for a surveillance system
which consists of plural Pan-Tilt-Zoom cameras and having
no central control unit is proposed [7]. Each camera adjusts
their observation area to decrease blind spots in the whole
surveillance area by control algorithms based on a reaction-
di�usion model.
In this paper, we propose an autonomous mechanism based

on a reaction-di�usion model for coding rate control in cam-
era sensor networks for remote surveillance and tracking ap-
plications. Speci�cally, we generate spot patterns so that the
morphogen concentrations have a peak at a camera detect-
ing a target in its observation area. In addition, to prepare
cameras in the direction of a moving target for future de-
tection, their video coding rates, in other words, their mor-
phogen concentrations are made slightly higher than others.
As a result, we see a pattern of concentric circles for a sta-
tionary target and an elliptic pattern for a moving target.
Furthermore, we also propose a mechanism to keep the total
of coding rate low for closely located targets considering the
limited capacity of a wireless network. Through simulation
experiments, we veri�ed the e�ectiveness of our proposed
mechanism.
The rest of the paper is organized as follows. In Section 2,

we introduce a pattern generation mechanism by a reaction-
di�usion model that our paper is based on. Next in Section
3, we describe our reaction-di�usion based control mecha-
nism for camera sensor networks. In Section 4, we then
show and discuss results of simulation experiments. Finally,
we conclude the paper in Section 5.

2. PATTERN FORMATION BY REACTION-
DIFFUSION EQUATION

Generally, pattern generation in a reaction-di�usion model
is based on interactions among two virtual morphogens, i.e.,
activator and inhibitor. Reaction and di�usion of the two
morphogens make spatial heterogeneity of their concentra-
tions, i.e., a pattern. Depending on the form of reaction-
di�usion equations and their parameters, a variety of pat-
terns can be generated as illustrated in Fig. 1. Since we
want to generate spot patterns where spots correspond to
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Figure 3: Reaction of two morphogens

targets, we apply the following reaction-di�usion equation.
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∂u

∂t
= F (u, v) + Du∇2u − du + E(t)

∂v

∂t
= G(u, v) + Dv∇2v − gv,

(1)

where u and v are concentrations of activator and inhibitor,
respectively. The �rst term of the right-hand side is a re-
action team and the second term is a di�usion term. F
and G are nonlinear functions for reactions. Du and Dv are
the di�usion rate of activator and inhibitor, respectively. d
and g are parameters for decomposition or decrease of mor-
phogens per unit time. ∇2 is the Laplacian operator. E(t)
is the amount of stimulus.
The following two conditions must be satis�ed to generate

patterns; 1) activator activates itself and inhibitor, whereas
inhibitor restraints itself and activator, and 2) inhibitor dif-
fuses faster than activator (Dv > Du). A mechanism of
pattern generation can be explained as follows. In Fig. 2,
those hypothetical chemicals are arranged in a line on the
x-axis. The y-axis corresponds to the concentrations of ac-
tivator and inhibitor. Now, consider that the concentration
of activator has a peak at the center by a slight perturba-
tion. The concentrations of activator and inhibitor are both
increased around the peak by self-activation. The generated
inhibitor di�uses faster than the activator and restrains gen-
eration of activator at further regions. On the other hand at
the peak, the concentration of activator is kept higher than
that of inhibitor for slower rate of di�usion. Consequently,
the diversity in the concentration of activator emerges and a
pattern appears. For example, when we color a point where
the concentration of activator exceeds a certain threshold
with white and others with black, we can see a black-white-
black pattern shown at the bottom of Fig. 2.
Figure 3 illustrates reactions of morphogens following the



observation area of one camera

Figure 4: Camera sensor network

functions F and G below.
(

F (u, v) = max
˘

0, min
˘

au − bv − c, M
¯¯

G(u, v) = max
˘

0, min
˘

eu − hv − f, N
¯¯

,
(2)

where a and e correspond to the rate of activation and b and
h are for inhibition. c and f are parameters for decrease of
morphogens per unit time. M and N are constants of limit.
These parameters must satisfy the following conditions

to generate a pattern centered at a point where stimulus
E(t) > 0 exists [5].
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(4)
As can be seen, the parameter setting does not depend on
system conditions such as the size of region.

3. REACTION-DIFFUSION BASED CONTROL
OF CAMERA SENSOR NETWORKS

Figure 4 illustrates a surveillance or monitoring system
that we consider in this paper. Each square corresponds to
the observation area of a camera sensor node. The darker
the square is, the higher the video coding rate is. We assume
that nodes are arranged in a grid topology, considering town
or room monitoring as an application of the mechanism. For
example in a town, we can consider such a scenario where
camera sensor nodes are placed at intersections. A node can
communicate with four neighbors in up, right, down, and left
directions. Nodes at a corner of the monitoring region have
two neighbors and nodes at an edge have three neighbors.
The assumption on node layout can be relaxed by adapting
a numerical solution technique for ∇2 (details are not shown
for space limitation).
Each node has a camera and a wireless communication

device. A camera or a node has the capability of object
recognition and motion detection with which the existence,
speed, and direction of a target in its observation area.

3.1 Basic behavior
Basically, at regular control intervals of T seconds, each

node calculates the reaction-di�usion equation by using the
information it received in the preceding control interval, ad-
justs its video coding rate in accordance with morphogen

concentrations, and then broadcasts a message containing
information about its morphogen concentrations, stimulus
E, attenuation coe�cient A, and NIP (Noti�cation of In-
hibitor Peak) noti�cation to its neighbors. We call the du-
ration between the t-th control timing and the t + 1-th con-
trol timing as the t-th control interval. We should note here
that nodes behave in an asynchronous manner, although the
control interval is identical among nodes. It means that tim-
ing of reaction-di�usion calculation and message emission is
di�erent among nodes.
The reaction-di�usion equation is identical among nodes.

Since nodes are arranged in a grid layout and messages are
exchanged at regular intervals, we spatially and temporally
discretize Eqs. (1) and (2) as follows.
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ut = ut−1 + ∆t

ȷ

F (ut−1, vt−1) − dut−1 + E(t − 1)

+Du
(uu

t−1 + ud
t−1 + ul

t−1 + ur
t−1 − 4ut−1)

∆h2

ff

vt = vt−1 + ∆t

ȷ

G(ut−1, vt−1) − gvt−1

+Dv
(vu

t−1 + vd
t−1 + vl

t−1 + vr
t−1 − 4vt−1)

∆h2

ff

,

(5)

(

F (ut−1,vt−1)=max
˘

0,min
˘

aut−1 − bvt−1 − c,M
¯¯

G(ut−1,vt−1)=max
˘

0,min
˘

eut−1 − hvt−1 − f ,N
¯¯

.
(6)

At the t-th control timing, a node calculates the above
reaction-di�usion equation to derive its morphogen concen-
trations ut and vt. A set of uu

t−1, ud
t−1, ul

t−1, and ur
t−1 and

a set of vu
t−1, vd

t−1, vl
t−1, and vr

t−1 correspond to concen-
trations of activator and inhibitor of neighboring nodes in
up, right, down, and left directions. These values are ob-
tained from messages that a node received in the t − 1-th
control interval. If a node did not receive a message from
a neighboring node in the t − 1-th control interval, the lat-
est value obtained in the preceding intervals is used instead.
∆h and ∆t correspond to the distance between nodes and
the discrete step interval of time, respectively. There is the
theoretical range of ∆t for the equation reaches convergence
and a stable pattern is formed.

0 < ∆t < min
˘ 2

d + 4Du(∆x−2 + ∆y−2)
,

2

g + 4Dv(∆x−2 + ∆y−2)

¯

. (7)

If the degree of temporal discretization is not within this
range, a pattern does not converge. E(t−1) in Eq. (5) is the
amount of stimulus which is determined at the t-th control
timing, based on messages it received in the t− 1-th control
interval and the condition of a target if exists. The stimulus
controls the distribution of morphogen concentrations, that
is, a pattern. Usually, the amount of stimulus is zero. A
node which detects a target in the t − 1-th control interval
appropriately sets E and A in accordance with the speed
and direction of the target, so that a spot pattern centered
at the node is generated. The stimulus di�uses to nodes in
the direction of target movement so that they prepare for
the future appearance of the target in their observation area
as shown in Fig. 4. The attenuation coe�cient A is used for
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Figure 5: Distribution of u, v, and u/
√

v with closely located targets

this purpose. Details of stimulus determination and di�u-
sion will be explained in subsection 3.2. NIP noti�cation is
used to regulate the amount of stimulus when two or more
targets are closely located. Details of NIP will be given in
subsection 3.3.
Once morphogen concentrations are derived, a node trans-

lates the concentrations to the video coding rate that it uses
during the t-th control interval. As explained in Section
2, a spatial pattern generated by a reaction-di�usion model
comes from the spatial heterogeneity in concentration of ac-
tivator. However, an approach to directly map the concen-
tration of activator to the video coding rate fails when two
or more targets are close together. In Fig. 5(a), we illus-
trate the distribution of concentrations of morphogens. As
can be seen, the region between two peaks of the concen-
tration of activator has the high concentration of activator,
because the region is activated by di�used activator while
it is also inhibited by di�used inhibitor. If we set the video
coding rate in proportional to the concentration of activa-
tor for example, regions inbetween closely located targets
generate unnecessarily high-quality video data. Therefore,
in our mechanism, by focusing on a phenomenon that the
concentration of inhibitor is also high in the region as shown
in Fig. 5(a), a node determines the video coding rate based
on u/

√
v, whose distribution is illustrated in Fig. 5(b). If

v < 1, then we set u/
√

v = 0, in order to avoid the diver-
gence of u/

√
v. In the paper, we use the value u/

√
v as the

video coding rate.

3.2 Stimuli arrangement
In the reaction-di�usion equation, stimuli decide the po-

sition, shape, and size of spot patterns. When we set the
stimulus high at a certain node, the concentration of acti-
vator becomes high at the node and a spot centered at the
node emerges. To keep monitoring a moving target, cam-
eras in the region to which the target is expected to move
should use the su�ciently high coding rate for the future
appearance (Fig. 4). Therefore, in our mechanism, a node
detecting a moving target di�uses the stimulus to nodes in
the moving direction.
If a node has a target in its observation area at the con-

trol timing, it sets the amount of stimulus E, the attenuation
coe�cient A, and the direction of di�usion. The node cal-
culates the morphogen concentrations, set the video coding
rate, and broadcasts a message containing this information.
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Figure 6: Relationship among A, E, volume of pattern

A node receiving a message �rst sees whether it is in the
direction of the target movement. If not, it ignores the in-
formation. If the node should be prepared for the target, it
�rst calculates the amount of stimulus E′ from the informed
E and A as E′ = A×E. This stimulus is used as E(t−1) at
the t-th control timing in calculating the morphogen concen-
trations. After the calculation, the information about the
stimulus, including E′, A, and the direction is further dif-
fused to neighbor nodes by being embedded in a broadcast
message. When a node receives multiple messages contain-
ing stimuli from neighbor nodes, it uses the sum of E′ as
E(t − 1).
The amount of stimulus E and the attenuation coe�cient

A are determined in accordance with the movement of target
and the capacity of wireless channel. In Fig. 6, the relation-
ship among E, A, and the volume of a generated pattern is
shown for the case with a single target. The volume of a
pattern is de�ned as,

v(E, A) =
X

(i,j)

u(i, j)/
p

v(i, j). (8)

u(i, j) and v(i, j) are the concentrations of activator and in-
hibitor at node (i, j) on a converged stable pattern, respec-
tively. Since a node chooses the video coding rate depending
on u(t)/

p

v(t), the volume corresponds to the total amount
of tra�c generated by nodes in a spot. As shown in the
�gure, the volume v(E, A) is almost in proportional to the
stimulus E. As the attenuation coe�cient A increases, the



Table 1: Setting for 10 × 10 nodes simulation
parameter value parameter value

a 0.08 h 0.05
b 0.2 Du 0.004
c 0.2 Dv 0.1
d 0.03 M 0.2
e 0.1 N 0.5
f 0.14 ∆t 0.1
g 0.06 ∆h 1

Table 2: Mapping from V to A and range of E
V (km/h) A Upper limit of E Lower limit of E

V = 0 0.0 1960 830
0 < V ≤ 2 0.2 1370 700
2 < V ≤ 4 0.4 1010 440
4 < V ≤ 6 0.6 620 390

6 < V 0.8 360 260

volume v(E, A) increases for the same stimulus E. Since the
attenuation coe�cient A determines the range of stimulus
di�usion, a node detecting a target �rst sets the attenua-
tion coe�cient A in accordance with the speed V of target.
Then, the node determines the stimulus E to keep the to-
tal tra�c at a certain volume from v(E, A). For example,
when the capacity of local wireless network is 2000 in vol-
ume and A is 0.4, E is set at 1010. The mappings from the
network capacity to the volume and from the speed to the
attenuation coe�cient depend on the system conditions and
application requirements.

3.3 Stimuli adjustment
With the mechanisms we explained so far in the paper, a

desired spot pattern appears and each node generates video
data with the appropriate quality in accordance with the
location, speed, and direction of a moving target without
knowing the complete information about the whole system.
However, when two or more targets are located close to-
gether, the total amount of video tra�c would exceed the
network capacity in that area. As a consequence, the per-
ceived video quality considerably deteriorates for loss and
delay of video data. To tackle the problem, we additionally
propose the stimuli adjustment mechanism.
A basic idea is as follows. When two or more targets

are close together, spots centered at them overlap with each
other. If a node can detect the overlap and inform to the
nodes setting the stimuli, the amount of stimuli can be ad-
justed so that spots become small and apart from each other.
As shown in Fig. 5(a), when two targets are closely located,
both of concentrations of activator and inhibitor become
high at the inbetween region. Especially, the concentration
of inhibitor has a peak at the center. By using this phenom-
ena, a node at the overlapping point detects the overlap.
At the control timing, a node compares the concentration

of inhibitor of itself with those of neighboring nodes. If the
concentration is the highest at the node and it does not have
a target in its observation area, it sets the NIP noti�cation
in a message it broadcasts. Now, a node receives a message.
If u/

√
v of the node is higher than that of a node from

Figure 7: Distribution of morphogen concentrations with
one stationary target

which it received NIP, the node has the stimulus, or any
neighboring node of the node has a target, it sets NIP in
a broadcast message. As a consequence, NIP follows the
gradient of u/

√
v and di�used stimuli toward nodes having

a target.
When a node having a target receives a message with NIP,

it reduces the stimulus E as E×α (0<α<1). When the tar-
gets move apart from each other and the overlap disappears,
the stimulus has to be increased. Therefore, a node having
a target increases the stimulus as E = E + ∆e, if it does
not receive any NIP in the preceding control interval. The
stimulus must be large enough to generate a pattern and
smaller than the maximum to keep the volume. The range
is determined from v(E, A). For example, with A = 0.4, the
range is from 440 to 1010.

4. SIMULATION EXPERIMENTS
In this section, we show results of simulation experiments

to verify the e�ectiveness of our mechanism. One hundred
nodes are arranged in a 10 × 10 grid with separation of 100
meters. Parameter setting for the reaction-di�usion equa-
tion is summarized in Table 1. For the stimuli adjustment,
α = 0.999 and ∆e = 1 are used. We determine the relation-
ship v(E, A) from Fig. 6, which is obtained by preliminary
experiments with one stationary node. Assuming that the
capacity of wireless network is 2000 in volume, the mapping
from the speed V to the attenuation coe�cient A and the
range of the stimulus E are summarized in Table 2. Initially,
the morphogen concentrations are set at zero.
First, we consider a scenario where there is one station-

ary target (V = 1) at the location of (5,5) in the monitoring
region (0 ≤ x ≤ 9, 0 ≤ y ≤ 9). Figure 7 illustrates the dis-
tribution of u/

√
v when a pattern converges. In the �gure,

each square corresponds to a node. The darker the square
is, the higher the video coding rate and u/

√
v are. A trian-

gle indicates the location and direction of a node. The node
in the �gure faces upwards. As shown in the �gure, a spot
pattern centered at the target is formed. Figure 8 shows
the distribution of morphogen concentrations and u/

√
v on

a horizontal line y = 5. As shown in the �gure, the concen-
tration of activator and u/

√
v, that is, the video coding rate

is the highest at the node having the target.
In a reaction-di�usion model, a pattern does not appear

at once. Since calculation and communication require en-
ergy and time and adjustment of video coding rate must
be performed in time to monitor a moving target, we have
to consider the time required for pattern generation. Fig-
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Figure 10: Generated patterns for a moving target

ure 9(a) shows the transition of the total volume against the
number of calculations to show how fast a stable pattern
emerges. For a pattern to converge, nodes have to calcu-
late the reaction-di�usion equation and exchange messages
about 2800 times as a line labeled as "normal" shows. To
accelerate pattern generation, we introduce an acceleration
method using a larger discrete step interval ∆t [4]. A line
labeled as "acceleration" in Fig. 9(a) shows the result of
acceleration by setting ∆t at 2.0, which is within the limit
of ∆t = 2.32 derived from Eq. (7). By the acceleration,
the number of calculations is greatly reduced to 140. Now,
assume that a target is moving at the speed of 4 km/h. A
target passes across the observation area of 100 m× 100 m in

90 seconds. Since the control interval should be in an order
of several seconds at least, the 140-times calculation is still
too large to generate a pattern in time. However, it is not
necessarily required for the whole pattern to converge from
a practical point of view as far as a camera having a target
generates the high-quality video data. Figure 9(b) shows the
transition of u/

√
v at a node detecting a target. For u/

√
v to

converge, the node needs to calculate the reaction-di�usion
equation 85 times. However, as shown in the �gure, the con-
centration drastically increases to the su�ciently high value
in about 30-times calculations. As nodes exchange messages
and calculate the reaction-di�usion equation, further nodes
eventually adjust the video coding rate as shown in Fig. 9(b).
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A pattern is gradually generated from the center.
Next we set the speed of a stationary node at (2,5) as 1, 3,

5, and 7 km/h, which are mapped to A of 0.2, 0.4, 0.6, and
0.8, respectively. Figure 10 illustrates generated patterns.
Figure 11(a) shows the distribution of u/

√
v for the di�erent

attenuation coe�cient on y = 5. As can be seen, as A, i.e.,
the speed of moving target, increases, the resultant pattern
spreads wider and the height of peak becomes lower. As
shown in Fig. 11(b), the total volume is kept constant at
the given capacity even when the speed changes with our
stimulus setting.
Then, to verify the e�ectiveness of our stimuli adjustment

for closely located targets, we conduct simulation experi-
ments with two stationary targets. Figure 12(a) shows the
relationship among the distance between targets and the
total volume of converged pattern. Two dashed lines cor-
respond to the volume for the case of one stationary target
(lower line) and its doubled amount (upper line), respec-
tively. The distance of zero corresponds to the case of one
stationary target. As shown in the �gure, the total vol-
ume is suppressed when the distance between two targets is
small. In cases of the distance of one and two, intermediate
nodes detect the overlap, NIP is sent to the nodes detect-
ing targets, and the stimuli are decreased. Once the stimuli
become small enough, the two nodes begin to increase the

stimuli again for not receiving NIP. As a result, the stim-
uli �uctuate as shown in Fig. 12(b), where the transition of
stimulus at one of nodes having a target is depicted for the
case of distance of two. It should be noted that the acceler-
ation method also contributes to suppression of the oscilla-
tion. We see the same e�ect in the total volume as shown
in Fig. 12(c). In the case of distance of three or more, spots
centered at targets do not overlap with each other and NIP
is not used.
Finally, we consider a scenario with multiple moving tar-

gets. Initially, targets which move to the random direc-
tion at the random speed from 0 to 8 km/h are located
at randomly chosen nodes. At every control timing, a tar-
get changes the speed and direction with the probability
of 0.005. The control interval is set at 2 seconds. At ev-
ery 180/V control intervals, a moving target migrates to a
neighboring node in the moving direction. Here, 180/V is
the time required for a target moving at the speed of V
km/h travels 100 meters. The discrete step ∆t is set at 2.0.
Figure 13(a) depicts the transition of volume with three

moving targets. Depending on the distance among targets
and their speed and direction, the total volume dynamically
changes. One reason that the total volume exceeds 6000,
i.e., the triple of the volume of a single target, is that the
high concentration of activator sometimes remains behind
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Figure 13: Simulation results of multiple moving targets

a fast moving target. The other reason is that suppression
of stimulus E is too slow for closely located targets moving
at the speed of more than 6 km/h. We need to accelerate
pattern adaptation, but it is one of future works.
Figures 13(b) and 13(c) show the relationship among the

number of targets and the average and maximum volume of
generated patterns, respectively. The dashed lines stand for
the product of the number of nodes and the value for one
target. As shown in the �gures, our mechanism suppresses
the tra�c volume much lower by reaction-di�usion based
control.
Although results are not shown, we also conducted simula-

tion experiments on a large-size network, where 2500 nodes
are arranged in a 50×50 grid with separation of 100 meters.
We veri�ed that every node appropriately adjusts the video
coding rate to monitor moving targets.

5. CONCLUSIONS
In this paper, we proposed a reaction-di�usion based au-

tonomous control mechanism for camera sensor networks.
In our mechanism, nodes periodically exchange information
about the morphogen concentrations, calculate the reaction-
di�usion equation, and adjust the video coding rate. By set-
ting the stimulus at a node detecting a target and di�using
the stimulus, the video coding rate becomes high at a node
with a target and nodes in the moving direction.
Although the e�ectiveness of the mechanism is veri�ed

through simulation experiments, we require further improve-
ment. Since the video tra�c is concentrated in the proxim-
ity of a target, there is the possibility of severe congestion in
the local wireless network even with the coding rate control.
We are going to incorporate control mechanisms of multiple
layers with coding rate adjustment. For example, the video
tra�c can be dispersed by establishing multiple radial paths
from the node having a target. The information about the
degree of congestion can be taken into account in adjusting
the video coding rate, as far as application requirements for
the quality of video data are satis�ed.
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