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Abstract—In wireless sensor networks used as a social infras- The main contribution of this paper is proposal of design
tructure, urgent information, such as a fire alarm, is needed to methodology of a network architecture for transmission of
be transmitted as fast and reliably as possible. In this paper, ,;qant sensor information. In comparison to the research works
we propose design methodology for a sensor network which . . . . .
provides preferential control of urgent information over other mentlongd above_, our approach is unique in that several simple
non_urgent information. In our methodok)gy’ several Simp|e meChar“SmS are |nC0rp0rated abOVe the network Ia.yer. In Order
mechanisms which function in different spatial and temporal to adapt to the scale of an emergency ranging from a small
levels are introduced on each node and they work autonomously event like a gas leakage to a catastrophic event such as an
and independently as a reaction to the surrounding situation. e4rihquake attack, some simple mechanisms are embedded in
We also show an example of a network architecture designed . . L .
following the methodology. Our simulation experiments showed each ”09'9’ instead of develqplng a mon_ollth_lc and Compllcated
that the architecture successfully improved the delivery ratio and Mechanism. Those mechanisms work in different spatial and
delay of the urgent sensor information. temporal levels and they autonomously and independently
react to its surrounding situation locally observed. When a
small event happens, it is not necessary to involve all nodes to

Wireless Sensor Network (WSN) technology is expectadspond to the emergency. Instead, only nodes along the path
to play an essential role for our society in the near futuréom the node which detects the event to a BS participate
A WSN consists of a number of sensor nodes and a basetransmission of urgent information and adopt a hop-by-
station (BS). A node is equipped with a processing unit, lop retransmission mechanism for example. As the scale of
radio transceiver, and sensors. Nodes are deployed in a reghm emergency grows over time, additional mechanisms come
to monitor and then environmental information detected higto effect and more nodes become involved in the urgent
sensors is collected to a BS through wireless communicatimfiormation transmission. On the other hand, in the event of
among sensor nodes [1]. a large emergency, a lot of nodes detect the emergency at the

WSN technology will be used for a wide variety of apsame time and send urgent information simultaneously and
plications, such as agricultural, health, environmental, aimtdependently from others. A WSN in this case immediately
industrial purposes. Among them, a WSN used as a sodiahcts as a whole to control serious congestion for fast and
infrastructure to make our life safe, secure, and comfortabigliable transmission of urgent information. In this paper, we
is one of the most promising. This sort of WSNs is supposetso show a network architecture called UMIUSI (aUtonomous
to carry various types of information, such as temperatufgechanisms Integrated for Urgent Sensor Information), which
humidity, fire alarm, intrusion warning, seismic movementncorporates five simple mechanisms following the above
image, and sound. The urgent information, a fire alarm fonethodology.
example, has to be transmitted through a WSN with higherThe rest of this paper is organized as follows. Section II
reliability and lower latency than other non-urgent informatiorproposes design methodology for fast and reliable transmission

There have been several proposals of QoS (Quality of urgent information and Section Ill introduces our UMIUSI
Service) control for WSNs [2], [3]. ESRT [4] achieves tharchitecture. Evaluation of the architecture by simulation ex-
desired reliability by regulating the packet emission rate periments is presented in Section IV. Finally, we conclude this
source nodes with feedback from a BS. In [5], overheaphper in Section V.
packets are used for error correction to improve the reliability
in both of single-hop and multihop communications. In [6], )
the authors propose a routing protocol to find the best pathAn System Overview
terms of delay. For congestion mitigation in a WSN, CODA [7] In this paper, we consider a WSN deployed in a building
combines hop-by-hop backpressure and end-to-end feedbacka house to monitor and control a living and working
techniques. In [8], a prioritized MAC protocol is introduced irenvironment. A WSN consists of one BS and a number
addition to a hop-by-hop traffic control. IFRC [9] is developedf immobile sensor nodes. Sensor nodes are operated on a
to realise adaptive fair and efficient rate allocation by sharifmattery and equipped with a variety of sensors. Normally, each
information on the level of congestion among nodes. node observes its environment and reports obtained sensor
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Fig. 1. Examples of control mechanisms. pattern and the level of congestion. Therefore, we need

an architecture which is fully-distributed, self-organizing,
and adaptive to dynamically changing conditions. As a
consequence of localized reactions of each sensor node
to the surroundings and local interactions among nodes,
a globally-organized behavior of a WSN against detected
emergencies emerges as a whole.

Simplicity Since a node has limited computational ca-
pacity and a small amount of memory, mechanisms to

information to the BS at regular intervals. A way that sensor
information is transferred to the BS depends on a routing
protocol or a data gathering mechanism employed. To save
its power consumption, a sensor node sleeps and wakes up
in accordance with a sleep scheduling algorithm. Once a node
detects an emergency or an unusual condition, it begins to emit

packets containing urgent.information at shorte.r intervals. support fast and reliable transmission of urgent informa-
Since the methodology incorporates mechanisms above the ion must be simple enough. Simplicity also contributes

network layer, any MAC protocols, routing protocols, data g |ow energy consumption and less programming errors.
gathering mechanisms, and sleep scheduling algorithms can b,

incorporated with a network architecture designed followin -?0 satisfy the aboye requwemgnts, We propose de_5|gn
the methodology, with no or small modification. However, al%ethodology to combine several simple control mechanisms

a base of consideration, we assume a contention-based M ich funption in different tgmporal and spatiql levels. In
protocol and a multihop routing protocol in this paper. Thi Ig. 1, typical control mechanisms are arranged in accordance

assumption does not spoil the applicability of the proposé(\’,'th_thelr temporal and spatl_al effect. In ge_neral, larger the
because contention-baselg, CSMA/CA-type of MAC pro- spatl'al area Wh'ere a meqhanlsm mfl'uences is, longer the time
tocols are preferred for its simplicity and multihop rOutmiequwed to achieve effective control is. In the methodology, at

protocols are often used for energy saving and spatial re gast one mef:hanlsm IS chosen for each OT spatial levels.
of wireless channels The collective behavior of these mechanisms offers appro-

priate preferential transmission of emergency packets. At the
B. Design methodology beginning of an event, quick-acting node-level and neighbor-

Since a large number of battery-driven nodes are deplo;}@&‘?l mechanisms contribute tq fast and re_liable transmission
in a WSN, energy efficiency, fault tolerance, and scalabililt‘g"tII slower path—leve_l mgchamsms come into gffect. AS. Fhe
should be taken into account in designing a WSN architect yent deyelops and situation becomes more Serious, additional
[1]. In addition, reliability and latency should be considereH]eChanlsrns eventually become effective and network-level

to satisfy application requirements. Especially in an event ?ntrol is conducted. In our UMIUSI architecture, which will

emergency, reliability and latency of transmission of urge £ propo_sed in Section IIl, thqse five mechanisms indicated
information are crucial. y gray circles are embedded in a sensor node.

For operations under normal conditions, a WSN adopts ﬂWe should note here that it is not possible to transmit
all emergency packets with high reliability and low latency

MAC protocol, a routing protocol, a data gathering schem§g, h ) ¢ 2 WSN is limited. Theref L
and a sleep scheduling algorithm, which fit to applicatiofec@use the capacity of a WSN is limited. Therefore, it is
ssary to classify sensor information into several classes

requirements. Once an emergency occurs, an appropriate s ) . .
d gency bprop In accordance with the required QoS in terms of delay and

of actions should take place to deliver urgent information to'a " S, RN ,
BS with satisfactory high reliability and low latency. Contro eliability. Classification and prioritization can be determined
' {g forehand. Context-aware prioritization is also helpful to

should be local for a small-scale event keeping nodes whi _ . -
are not involved in the emergency operating as usual. On t& apt to dynamically changing emergency conditions. Each

other hand, as an event grows or a large-scale event occurgaﬁket has a field _in i'Fs header to indicate its correqunding
WSN should react as a whole for fast and reliable transmissiBI}"i‘SS‘, and pgckets in different classes are treated in a different
of urgent information. way in a WSN.

In summary, our design objectives of a WSN architecture
for transmission of urgent sensor information are:

« High reliability and low latency The reliability and  As an example of a network architecture designed following
latency of transmission of urgent information are the mosur methodology, we propose UMIUSI (aUtonomous Mecha-
important issues. Urgent information should be diffemisms Integrated for Urgent Sensor Information).

I1l. UMIUSI A RCHITECTURE
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Fig. 3. An assured corridor.

Fig. 2. The mechanisms leveraged in UMIUSI.
For example, we can also introduce in-network aggregation
_ [11] for reducing the number of packets and thus suppressing
A. Details of UMIUSI congestion occurrence. However, adopting both hop-by-hop
We categorize sensor information into three classes as @l end-to-end retransmission mechanisms is likely to be
normal class and two emergency classes. Emergency cliaedficient or redundant.
information is prioritized over normal class information. The The detailed description of each mechanism is presented in
two types of urgent information are distinguished in morthe following.
important and less important by the application layer. 1) Assured corridor mechanism (ACMJhe main purpose
« Normal Class.Any non-urgent information belongs toof this mechanism is to avoid loss of emergency packets,
this class. Normal class information is gathered to a BS paickets of critical or important class, caused by collisions
regular intervals of,,..,. Without an emergency, reliabil- with normal packets. In addition, ACM contributes to avoiding
ity and latency of normal class information should satisfglelay caused by sleeping nodes. ACM establishes an “assured
application requirements by an adopted data gatheringrridor” from a source node to a BS, in which emergency
scheme. An application can tolerate delay and loss péckets are protected from normal packets. An example of an
normal class information under emergency conditiongssured corridor is illustrated in Fig. 3.
Packets of this class are called normal packets. An assured corridor consists of awake nodes, which is on the
« Important ClassThis class is for urgent information, butpath from a source node to a BS, and surrounding silent nodes,
an application can tolerate loss and delay of importamthich are in the range of radio signals of the awake nodes. In
class information to some extent. Packets belonging m@rmal operation, all nodes are in thNORMAL state and op-
this class, called important packets, can be delayed emate in accordance with a data gathering scheme. Once a node
dropped depending on the level of congestion under emdetects an emergency, it moves to tBEIG_SEND state and
gency condition. The interval of emission of importanbegins to periodically emit critical or important packets. On
packetstinp, < taorm IS determined by an application,receiving an emergency packet for the first time, other nodes
but could be regulated to be larger thiap,,, to mitigate move to either of theSUPPRESSEr EMG_FORWARD
congestion. state. A node on the path to the BS is responsible for for-
« Critical Class. This class is for the most urgent andvarding emergency packets to the BS. Therefore, it moves to
important information which requires highly reliable andhe EMG_.FORWARDstate, cancels its sleep schedule to keep
fast transmission to a BS. Critical packets are emitted byaavake, and immediately relays emergency packets it receives.
node detecting an emergency at fixed regular intervals Afnode which receives an emergency packet but is not on
teri < tnorm, Which is determined by an application. Thahe path moves to th6&6UPPRESSERstate. A node in the
total amount of critical class traffic should not exceed theUPPRESSEBtate completely stops sending normal packets
network capacity to guarantee a high delivery ratio amat decreases the sending rate of normal packets. When it
low delay of the required level. Therefore, the number afetects a new emergency by itself or it receives an emergency
sensor nodes for critical information should be limited giacket as a relaying node, it also moves to either of the
the deployment, or some of them should be categoriz&MG_SENDor EMG_FORWARDstate. Details of ACM with
into the important class. However, it is not a trivial taslsimulation results can be found in [10].
and remains as one of future works. 2) Retransmission:in order to recover a lost emergency
Following the methodology, we choose five mechanisms fpacket while providing differentiated services, we introduce a
UMIUSI: priority queueing, rate control by local congestiorprioritized scheduling algorithm to hop-by-hop retransmission.
detection, retransmission, assured corridor mechanism (ACW)e algorithm can be incorporated with most retransmission
[10], and rate control by backpressure. These mechanisms ra@chanisms in MAC or above layer, such as that in [12].
simple and distributed, work independently of each other, andA node retransmits an emergency packet when it detects a
cover all the levels from node-level to network-level. Figure Bss. The hop-by-hop acknowledgement can be easily done by,
briefly summarizes how and where they work. Althougfor example, overhearing a packet sent by a next-hop node. If
another combination with other mechanisms is also possibiee overheard packet does not contain the information that the
we must carefully consider the relation among mechanisnmode sent, the packet is considered to be lost. In this case, the
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Fig. 4. The contribution of each mechanism for a small-scale event.
Fig. 5. The contribution of each mechanism for a large-scale event.

first retransmission is scheduled after a backoff. To prioritize
retransmission of a critical packet, a backoff timer for a critical
packet is set shorter than that for an important packet. If theechanisms. Whereas there is neither a mechanism to identify
first retransmission fails, one or more trials are conducted bye type and scale of an emergency nor an explicit rule to
applying doubled backoff,e., a binary backoff scheme, untilchoose and coordinate mechanisms, and these mechanisms
retransmission succeeds or a next-hop node goes to sleepwork independently, resultant effects of the mechanisms work-
3) Priority queueing: Each node has a priority queue foiing in different spatial and temporal levels give appropriate
emergency packets, with which important packets are seniealfic control as a whole regardless of the phase and scale
only when there is no critical packet queued. This means traitan emergency. We choose the five mechanisms of UMIUSI
fast transmission of critical packets is accomplished at tlse that the mechanisms do not conflict with but complement
sacrifice of longer transmission delay of important packetsach other. For example, quick-acting node- or neighbor-
Transmission of normal packets at a node during an emergeteyel mechanisms complement slow path- or network-level
is delayed until the node returns to normal operation. mechanisms at the initial phase of an event. Figures 4 and 5
4) Rate control by local congestion detectiofio mitigate are intuitive sketches to show how the mechanisms collaborate
congestion as fast as possible by local control, we introdulbg depicting the contribution of each mechanism to fast and
a rate control mechanism which is triggered by detectiorliable transmission of urgent information in a small-scale
of local congestion. In order to keep the reporting rate aind large-scale event respectively.

critical information atl/t.,;, the rate control is applied only In a small-scale event, only one or a few nodes would detect

to important class traffic. When a source node of |mportaR_tAt the beginning of the event, the retransmission mechanism

packets detects local congestion, it increases the emis A omes effective immediately since an emergency packet is

|Orl1tervat! Off |mportant| pacbkets. Songe;stlon detection can lPftaiadt protected from normal packets until an assured corridor
one Dy, for example, observation of queue occupancy glilgiapjished. Once a corridor is established, contribution of
channel sampling such as proposed in [7], [8]. As a rajg

. . . e retransmission mechanism becomes smaller as the number
control algorithm, a TCP-like AIMD (Additive Increase an(.jOf packet loss is reduced by ACM. The priority queueing

Mult!pllc:ﬁtlve D(Iacregge) algo.rlthrln,t.such as .that tm [13]. 'Fechanism is not used since all emergency packets are likely
empirically employed in our simulation experiments. to belong to one class in a small-scale event. In addition,

5) Rate control by backpressurein an even t .Of large rate control of important class traffic by local congestion
emergency such as an earthquake, even if emission of nor é'lfection does not help much, since the number of nodes

packets is suppressed and source nodes of important pac ﬁting important packets is small and the possibility of
regulate their emission rate, congestion cannot be fully avoidg gestion is expected to be small. If multiple paths are
around a node belonging to multiple paths and around a B :

h ket trat Wi | ablished from a source node to a BS, there may occur
where many emergency packets concentrate on. Yve employqiqng among emergency packets traversing different paths.
backpressure mechanism for a network-level traffic control

IR such a case, the rate control mechanism by backpressure is

Ultivated. Figure 4 is an intuitive sketch to show how much

congestion potlf!catlon (ECN) bit in the header of mportargach mechanism contributes to fast and reliable transmission
packets which it relays toward a BS. By overhearing thgf emergency packets in a small-scale event
packet, a preceding nodéee. a node closer to the source, '

recognizes that congestion occurs in the path to the BS. Thenln a large-scale event, since most of nodes are involved
it also sets an ECN bit of the next important packet which transmission of emergency packets as source nodes or
it relays to the next-hop node. Consequently, by means fefwarding nodes, an assured corridor to suppress the emission
overhearing, a congestion notification propagates to the sou@éenormal packet does not help much. On the contrary,
node. On receiving the notification, the source node redud&§chanisms to mitigate congestion within a corridor are ef-
the emission rate of important packets, and the congestiorfgstive. The priority queueing mechanism offers differentiated

mitigated. forwarding services to emergency packets in accordance with
] ) their class. Rate control is first applied locally at a source node
B. Discussion to mitigate local congestion among neighboring source nodes.

As stated above, UMIUSI is designed to be able to adaptAdterwards, congestion among emergency packets traversing
a variety of emergencies by combining the five autonomodsferent paths is solved by the backpressure mechanism.
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IV. SIMULATION EXPERIMENTS
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A. Simulation model e peoatasasetesdny

We implemented UMIUSI for the ns-2 network simulator

Loss rate

package and conducted extensive simulation experiments. In 0001 | L :g&\'él ]
all of the simulation experiments, 200 sensor nodes are uni- ACM:RT. mportant -2
formly and randomly distributed in a 20 m 20 m two- le-04 | ACMRT4EOQ, important —--o--- |

. . . . . +RT+PQ, critical ---@--
dimensional region with a BS at its center. IEEE 802.15.4 FULL important - &
non-beacon mode is used as the MAC protocol and the 1% 300 320 340 360 380 400 420 440 460 480 500
transmission range of radio signals is set to 2.5 m. Time (s)

We employ the synchronization-based data gathering Fig. 8.
scheme [14] for the underlying data gathering mechanism.
It employs a broadcast-based routing, and timing of packet
emission is the same among nodes of the same hop distap@® packets/s and 0.5 respectively.
from a BS. In a normal state, all nodes adopt a sleep schedule. ) )
Nodes on the same hop distance wake up at the same time BndResults and Discussion
receive packets from one-hop distant node. Then, they sendn order to evaluate the effect of mechanisms comprising
packets to next-hop nodes. Finally, after overhearing packe&tsIUSI, we compared five variants of integration of the
emitted by the next-hop nodes, they go back to a sleep modechanisms. One is KA (keep awake), in which nodes in a
In the simulation experiments, we set the interval of normabrridor keep awake but neither suppression of normal packets
packet emissiort,,,, at ten seconds, and the offset betweemor other mechanisms is conducted. The second is ACM,
emissions of adjacent nodes at one second. It means thah avhich an assured corridor is established by additionally
node is awake for two seconds in a data gathering interval sxfppressing emission of normal packets. The third one is
ten seconds. ACM+RT (retransmission), in which ACM and the retrans-

Each simulation experiment lasts for 500 seconds includimgission are applied. The fourth is ACM+RT+PQ (priority
300 seconds for initialization without any emergency. Orgueueing), in which the priority queueing is additionally
(small-scale event) or 32 (large-scale event) nodes are rapplied. The last one, FULL, employs all of the mechanisms
domly chosen after the initialization, and they detect an evesplained in Section IlI-A.
at randomly chosen time within following 10 seconds. They 1) Small-scale eventThe loss rate of emergency packets
wait for next-hop nodes to wake up, then start transmittiig shown in Fig. 6. The loss rate here is defined as the ratio
emergency packets at intervals of 0.5 seconds. The nodes sthgmergency packets which did not arrive at a BS out of
in the emergency state for 180 seconds and then go back todheemergency packets emitted from a source node. The hori-
normal state. The same experiment is repeated for 100 tinzemtal axis corresponds to the simulation time. The results of
with different node layouts. For the retransmission schedulBCM+RT+PQ and FULL are identical to those of ACM+RT,
the backoff for a critical packet ranges from 0.1 to 0.2 secondsce there is no important class traffic. Therefore, the results
after the first emission and that for an important packet & these two variants are not shown in Fig. 6. In the case of
from 0.25 to 0.3 seconds. In the experiments for a large-sc&l@, keeping intermediate nodes awake without suppression
event, four of the 32 emergency nodes are of the critical class normal packets, the loss rate rises since collisions with
and others are of the important class. Congestion detectimormal packets are unavoidable. On the other hand, in ACM,
is done by not receiving any acknowledgement from any afthough the initial rate is the same as that of KA, the loss rate
its next-hop nodes, and the parameters for additive increakeps gradually in about 30 seconds. This corresponds to time
and multiplicative decrease in AIMD rate control are set akquired to establish an assured corridor from a source to the

The loss rate of emergency packets (large-scale event).



BS, which further depends on the hop distance of the soumechanisms come into effect to regulate important class traffic.
node and the sleep schedule of the synchronization-based dafehese observations in the simulation experiments are con-
gathering scheme. With retransmissiae,, ACM+RT, there sistent with the discussion in Section IlI-B.
is no packet loss. However, the total number of emergency
packets emitted is larger than that of ACM by 15 % and this
increase leads to additional energy expenditure. In this paper, we presented the methodology for designing
While the results are not shown because of space limitatich, WSN architecture for fast and reliable transmission of
the end-to-end delay with suppression of normal packets Yfgent information, where several simple and fully-distributed
ACM (38.3 ms) is slightly smaller than that in KA (38.5 ms)mechanisms working in different spatial and temporal lev-
due to shorter backoff in MAC layer. However, retransmissioflS are incorporated. We designed a network architecture,
introduces additional delay in waiting for retransmission arfedlled UMIUSI, following the methodology. We verified that
the resultant delay of ACM+RT (41.0 ms) becomes larger thAHtMIUSI successfully improved the delivery ratio and the de-
that of KA. lay of emergency packets regardless of the scale of emergency.
2) Large-scale eventThe total throughput of critical and
important class averaged over 100 experiments is illustrated in_ . . o
Fig. 7. Here the total throughput is defined as the number of 'NiS research was supported by “Special Coordination
emergency packets received by a BS per second. Note th4pds for Promoting Science and Technology: Yuragi Project
the plots of the critical class in ACM+RT+PQ and FULLand a Grant-in-Aid for Scientific Research (A)(2) 16200003

are overlapped to seem like a single plot. With rate contrgf the Ministry of Education, Culture, Sports, Science and
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