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Abstract—In this paper we discuss robustness issues of a In this paper we present a robust routing protocol for ad
biologically inspired routing protocol for mobile ad hoc networks  hoc networks which is inspired by the attractor selection
and the influence it has on the Quality of Service (QoS) in the mechanism found in gene expression in biological systems

system. Contrary to fixed network structures, ad hoc networls . .
are susceptible to frequent topology changes due to the mobility [2]. Our goal is to be able to cope with sudden changes of the

and churn of the participating nodes. Our goal is therefore to Network topology by using a simple and self-adaptive method
provide fast recovery from connectivity failures, as well as a fas While in previous work, we considered the application of

reaction to path changes due to node mobility or churn. attractor selection for choosing appropriate overlay esyg]
or the hops in ad hoc networks [4], our focus in this paper
lies on the robustness issues of the proposal. Especiadly, w
Mobile ad hoc networks (MANETS) have seen widespreaghnsider an application which requires a high packet dslive
popularity due to their high flexibility in providing usersratio and where no retransmission mechanism is applied on
with network access. In contrast to conventional wired ascq']igher |ayer_ A possib|e examp|e app“cation would be video
technologies, they do not require a fixed infrastructurébiyu streaming over UDP.
using multi-hop communication, each node acts not only asthe rest of this paper is organized as follows. In Section Il
host, but also as router and forwards packets to a destinajje giscuss some important issues on QoS routing in ad hoc
node, see Fig. 1. However, this is the reason why MANE Tetworks and briefly review related work. Then, we preseat th
behave entirely different from conventional wired networkyonosed model and its mathematical background in Section
when it comes to considerations q@iality of service(Q0S) i, This is followed by a description of how to apply the
issues. QoS can be briefly described as the set of servifgchanism within an ad hoc routing protocol in Section
requirements that need to be maintained or guaranteed by iieéang we evaluate its performance by some exemplary
network while transmitting the packets of a flow from a sourcgmuylation results which are presented in Section V. Fjnall

node to a destination node [1]. As connections between noggg paper is concluded with a short outlook on possible &utur
are set up on demand and transmitted over volatile radio-ch@ktensions in Section VI.

nels, conventional metrics such as guarantees of bandwidth
or packet loss rate are harder to maintain in MANETSs than 0
in wired networks. In fact the topology is prone to changes
when the hosts are fully mobile or enter and leave the networkin general, there are three major routing concepts for ad
at a high rate, making resilience to failures and robustneséc networks [5]:table-driven (proactive), source-initiated
of the connections among the key issues. Additional aspeqteactive), orhybrid methods. Purely proactive methods have
such as the hidden and exposed terminal problem or secuktyow latency when the connection between source and des-
issues caused by transmissions over radio channels impgsg&tion node is set up, but requires a high overhead by con-
further constraints on the seamless and secure operatiorstintly updating the routing tables. Therefore, more nrastio
the network. MANETSs focus on reactively setting up the connection when

destination it is required. Some well known examples aynamic source

node routing (DSR) [6],ad hoc on-demand distance vec{&ODV)

transmission g} @} [7], and thetempgrally-ordered routing aIgorithrﬁTQRA) [8].
- In AODV, which is perhaps the most studied MANET

7 n \/j \ f/ wireless ad-hoc  FOUtING protocol, each node uses routing tables to mairtibain
e @ —— @ network information of forwarding nodes. The routing tables areiget

/
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I. INTRODUCTION

. ISSUES ONQOS IN MANET ROUTING

range _ —— -~
J€_

\ \ @} by flooding the network with probe packets. Several variants
o iy @}// of DSR and AODV have been proposed to consider multiple
I Q@ paths between source and destination to increase tramsmiss

reliability [9]. A comparison of the performance of differte
Fig. 1. Packet forwarding in MANET multi-hop MANET routing protocols can be found in [10].
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In order to provide any QoS guarantees in MANETS,
we must make certain assumptions concerning the network
dynamics. At first, since nodes only have limited transroissi

radius, a minimal node density must exist that connectivity :?ep;; oﬂ> attractors
among the nodes can be made and the destination node ( SECLEL CELTIIS LT
can be reached by some route from the source node. The ogee®” e random
higher the mobility of the nodes is, the more difficult it is to walk
maintain connectivity. This is defined in [11] that the netiwo _, JRRLTY P
should becombinatorially stablei.e., the changes in topology infiuence @°""/ continuous discrete
occur sufficiently slowly to allow successful propagatidraly input space output space
topology updates as necessary. o

Mohapatraet al. [1] discuss important issues of QoS in

MANETSs and describe methods on enhancing QoS at different
layers of the protocol stack, for example, by using improved Fig. 2. General concept of ARAS

channel techniques on physical layer or by using IEEE 802.11

DCF mode to overcome the hidden terminal problem. How-

ever, we will focus in the following on methods operating ofollows. Using a set of differential equations of the form
network layer. There are several proposals for QoS support, .

e.g. [12], [13], [5], [14], which are built on methods for  —— = f(m1,...,my) Xa+mn i=1,....,M

estimating and reserving bandwidth or using a combination ) ) . )
of several metrics [15]. In our approach we will focus of'€ describe the dynamics of a-dimensional system. Each

the packet delivery ratio as main metric which provides dfierential equation has a stochastic influence from an in-
indication of how well the destination node can be reachdlfrent Gaussian noise term. Additionally, we introduce an
in the presence of topology changes. The idea is to usé@Vity @ € [0,1] which changes the influences from the
simple decision scheme for determining the next hop whiclpise terms. For example, i is large, the system behaves

can quickly and autonomously overcome sudden connectivffi‘}her deterministic and Cconverges to attr.actor statesietbfi
failures in the network. by the structure of the differential equations. However, fo

small o the noise term dominates the behavior of the system
and essentially a random walk is performed. When the input
values futrientg require the system to react to the modified
environment conditions, activity changes accordingly caus-
Our proposed routing method is based on each network nda@ the system to search for a more suitable state, see Fig. 2.
applying adaptive response by attractor selectihRAS) to This may involve thain causes a previously stable attractor
select its next hop. ARAS is a biologically inspired methotP become unstable.
for adaptively selecting one among several candidateshNhi&

best reflects the current situation in a dynamic environment ] ) ) ]
ARAS is originally a model for its hos€E. coli cells to Consider a set of\/ alternatives among which one will be

adapt to changes in the availability of a nutrient for whicRelected. Letn; be the proportion of selectingasm; and
no molecular machinery is available for signal transdurctio T
from the environment to the DNA [2].

Two key principles are used in ARAS. The first is théS the vector over all;. The dynamic behavior of eaah,
concept of attractors to describe the multiple states obgel§ characterized by the stochastic differential equatigstesn
expression. Anattractor is the region to which the orbit of given in Eqn. (1).

a dynamic system recurrently returns regardless of thalinit dm s(a)

conditions [16]. Even if a state is perturbed by fluctuatighs dt 1+ max(m)2—m? d(a)m+n @)

system state will be drawn over time to an attractor. Theegfo ) o

the second principle which is utilized in ARAS is to introguc 1€ functionss(a) andd(«) are the rate coefficients of MRNA

a small inherent noise termo the system which permits synthes_ls and degradation in tht_a original I_3|0I0g|cal mpodel

adaptation to new states and increases the robustness of @j@ectively. They are both functions af which represents

system to externally introduced fluctuations. In naturdsao C€ll activity or vigor.

always exists and no process or entity is purely deterniinist s(a) = a[Ba” + ¢*] )

For example, if we consider cells of the same type, the values d(a) = a 3)

of the quantities describing them will vary from cell to cell '

and for a single cell, these values will also fluctuate oveeti The parameter§ and~ in Egn. (2) are factors which influence

[16]. the mapping of activity to the output probabilities and we us
Basically, we can outline the attractor selection method &s= 50 and~ = 3 throughout this study. The constapt is a

IIl. ATTRACTOR SELECTION MODEL INSPIRED FROM
CELL BioLoGgY

Mathematical Model

m=[my,...,mu]




special offset point which we will discuss below. For theesak 1
of simplicity we also define the effective growth rate 0.9 H
( ) @ 0.8
Liyet .2 .
= 4 £ 07 influence of
wla) d(a) “) 5 06 randomness
| decreases
Furthermore, the vector given by S 05
T & 04
n=1[m,....numj § 03 H and L approach
© each other for small o
in Egn. (1) consists of independent and identically disted ? b o ‘
Gaussian random variables which represent the inheregé noi 0. 1h‘ h "1';;,.4_' / L

found in gene expression.
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When we define the functions(«) and d(«) as given in activity o
Eqn. (2), we obtain\/ equilibrium solutiongm(*) of Eqn. (1)
in the form of Fig. 3. Influence ofx on output probabilities

T
m<k):[m§k>,...,m§\’})} k=1,...,M
IV. AD-HOC ROUTING WITH ATTRACTOR-SELECTION

. (k) . : ,

with componentsn; ™, see Eqn. (5). So far we only discussed about the basic properties of
& (H val attractor selection model to choose the next hop among the
m®) pla) i=k (H value) neighboring nodes and to react to updates of the network
! 2 { 4+ p(a)? — w(a)} i#k (Lvalues)  topology. Now, we will elaborate on how the selection method

(5) can be implemented within a stable and robust ad hoc routing

protocol.
The interpretation of the constant term

1 A. AODV-like Reference Model

Y= ﬁ Basically, the main focus of our mechanism is to operate in a
fully self-adaptive way while reducing the amount of ovextie
can be given as follows. Fop(a) = ¢* the high and low from flooding the network with probe packets to find new
values are equal, and therefore there is no preference Yor asutes. We use an AODV-like method [17] as reference model
solution in particular. This occurs, however, wher- 0, so all  in order to compare the efficiency of our proposed mechanism.
m; will be nearly equal and the adaptation toward a solutiorhjs reference method operates as follows. When a new
is done by random walk. connection from a source node to an unknown destination
In summary, the general behavior of ARAS can be describ@dde is requested, it broadcastsite request packe{RREQ)

as follows. The system in Eqgn. (1) converges to solutions its neighbors. On receiving a RREQ, a node responds to it
which have a single high valué() and all other values are low with a route reply(RREP) if it has a route to the destination
(L). The dynamics of activityr influences the selected valuesin its routing table, otherwise it rebroadcasts the RREQSo0 i
When « is high, the high valudi also approaches 1.0, i.e.,neighbors. A node only processes the first RREQ and discards
the selection becomes more deterministic. On the other,haafl subsequent RREQ of the same flooding attempt. This whole
for smallo, H and L become equal and the probabilities foprocess is repeated until the destination node is foundtwhic
selecting the next hop is controlled by the noise term, sefen replies with a RREP to the source node along the reverse

Fig. 3. path. Upon reception of a RREP, all intermediate node store
o _ the next hop for that destination in their routing table.
B. Activity Dynamics In case that one of the forwarding nodes becomes un-

In the original biological model, activity performs a maloaveulable the previous hop node responds with a route error
ping of the availability of the nutrients to a single realual (RERR) to the source node, which then initiates another
Thus, it controls the influence of the noise termson the flooding attempt like described above.
dynamic behavior of the system. df ~ 0, the equations are
dominated byy; and the system essentially performs a rando
walk. On the other hand, forx ~ 1, the random influence In our proposed method we want to limit the number of
recedes and the system converges to an attractor. In thés,paproadcasts and keep a simple method for selecting the next
we use thepacket delivery ratioof a flow measured at the hop node in case a route breaks. Initially, the source needs t
destination node as activity, although other types of maggpi find the destination node, which is done in the exact way as
are also feasible, e.g., number of hops, path length, &lailadescribed above for the AODV mechanism. However, instead
bandwidth, or combinations of several factors [4]. of keeping routing table entries, nodenow maintains a vector

R, Route Setup Phase of Proposal
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Fig. 4. Decision of next hop with ARAS along path with o

of hop probabilities to each of its neighbors

P, = [pn,h s 7pn,J\I} (6)
_ i ) i i Ay =N, Ay =G,

when noden has M neighboring nodes. Probing neighboring
nodes can be done by exchanging HELLO messages as in perform ARAS
other routing protocols and the entries of neighbors which d on set A,
not reply for a given period are removed and new neighbors are !
added when they appear within the transmission range. These obtain probabilities

e . . . Pui from states m;
probabilities are maintained for each connection between a

source and destination pair and set up reactively when & rout ——w—"
is requested. We choose the same route setup mechanism as randomly according
in AODV. When the destination node sends a route reply to vector p,
(RREP) message back to the source on the reverse path and
an intermediate node receives a RREP, it sets yy, with

pn,kx = 1 if the next hop ofn toward the destination is node

k andp, ;, = 0 for all i # k.

Fig. 5. Flowchart of basic ARAS-based routing mechanism

. h The reason for using a decay instead of a simple timeout is
C. Route Maintenance Phase that this can be seamlessly integrated in the calculatidhef
Once the route has been set up, data packets are transmitRAS state values.

over this route from the source to destination. Each interme Tpe performance of this method can be further improved if
diate noden chooses its next hop according to the probability,o neighboring nodes are considered in two setsgighbor
vectorp,,. Whenever, the destination node receives a packggt N,, and acandidate setC,, of nodes which lie in the

it evaluates the current quality of this connection in te@AS girection toward the destination, see Fig. 4. This, however
the activity terma and piggybacks this information on therequires either some kind of position information obtained
acknowledgment packets back to the source. All intermedighrough GPS or the information of the relative position of
nodes update their hop probability vector according 1o thenode to the destination, which can be obtained by additiona
new activity. Basically, this means that the proposed methgignaling. In this work, we assume that the candidate set can
operates at first similarly to AODV and remains this way ae identified within the neighbor set. This can be done for
long as the packet delivery ratio is near one. Howeve'r, @V'Bxample by considering the hop level at which a RREQ packet
a node disappear along the path causes that the deliveoy rafiyeceived from the source node in the initial flooding stage

drops and the lower it becomes, the more randomly the ng§ges with a higher hop level than their neighbors are thus
hop selection is done. Nodes which receive data packets fQh e likely to lie closer toward the destination.

a connection for the first time, set up the vectmy. This

. : . We can now summarize the basic algorithm for packet
will cause that in the event of a route failure, many nOdefgrwarding with MARAS when node: receives a packet for
will be setting up these vectors. In order to eliminate thg

unnecessary overhead of keeping unused routing vectolns gstination nodei_e§t.see Eig. 5. After re_cei\_/ing the paqket,
stale connections in memory, the ARAS state levelsdecay VYHe nodp checks if it is thg |nt.ended destination. In thuepas
over time at a rate ' determln(.es the new activity (in our case the pa(?ket delivery
) ratio) which is then propagated to all nodes in the reverse
dmi _ 5 (0 — my) i=1,...,M @) direc_tion_ along the path. If the node is_not the destinat?bn,
dt gueries its neighboring nodes and obtains from the repies t
If all entries remain below a threshold for a certain periodeighbor setV,, and candidate seaf’,. With this knowledge
of time, the node has not been used for this connection and the noden can see if the destination can be directly reached,
vector is removed from memory. The vecimy evolves over i.e., the destination node lies in the candidate set. Otlserw
time and is obtained from the system in (1) after normalimati the candidate set, if not empty, is chosen as the set on which
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ARAS operates. However, due to the irregularity of the node ' —— ARAS
distribution, it may occur that no suitable candidate exiat - - -AODV
the direction to the destination. In order to avoid gettingck 00 2000 4000 6000 8000 10000
in dead ends, the requirement of the next hop being nearer to time steps

the destination is relaxed and the entire neighbor set id use
for ARAS. The ARAS equation in (1) is continually computed
over time and based on the current state valugsit a packet

Fig. 7. Trace of packet delivery ratio from single run

arrival, the selection algorithm is performed on the cursat 1 -
of available neighboring nodes. Finally, the resulting ARA ==
state vector is normalized to yield a probability distribatand 5 08 ;
the next hop is selected randomly following this probailit 5
distribution and the packet is forwarded to its next hop. %0.6
>
V. NUMERICAL EVALUATION 3
7 0.4
In this section, we investigate the performance of the pro- 'flg
posed method using ARAS for routing by simulation experi- 0.2} . :
ments. In order to focus on the behavior of the routing method P —o—ARAS
we assume idealized conditions for the MAC and PHY layer, 0 . . [ AODV
i.e., no collisions, hidden nodes, etc. As a reference wehese 60 80 100 120
. . . . node density
AODV model as described in Section IV-A for comparison.
Nodes are randomly distributed in a windd® of unit size Fig. 8. Packet delivery ratio

according to a homogeneous spatial Poisson process [18] wit

density\. This means that on average there will baodes in

W. Obviously, the relationship betweerand the transmission to mean activity/inactivity durations of about 2000 and 200
ranger of each node impacts the connectivity of the systertime steps, respectively.

So, if there are too few nodes, the probability of being able t o )

reach the destination and hence obtaining a sufficient pacRe Efficiency of Packet Delivery

delivery ratio will be very low, regardless of the considkre At first we compare the efficiency of the routing method
routing mechanism. A brief theoretical discussion of tssie with ARAS to that of AODV in terms of the packet delivery
can be found in [4]. We use = 0.2 for all of our experiments ratio. We assume that no retransmissions of erroneous {zacke
and each simulation runs for a duration of 10000 time stepse made, so the effective packet delivery ratio may be highe
and is repeated 1000 times with a new random layout owshen a retransmission mechanism on a higher layer (e.g. TCP)
which average values are taken. is applied.

In order to investigate the robustness and the reactive bein Fig. 7 the trace of the packet delivery ratio is depicted
havior of the routing method, each node has an active stateow€r time for an individual simulation run with identical
operation and an inactive (sleeping) state at which it isolena conditions for both routing methods. We can see that when
to forward any incoming packets. For the sake of simplicitjodes become inactive along the path, the delivery ratib wit
we consider discrete time steps, and the node activity AODV drops step-like over time. On the other hand, the
characterized by a probability with which it remains in proposed method shows a good, nearly constant behavior. The
its current state at each time step, see Fig. 6. Thus, th@rameters used in this run were a node density ef 120,
active and inactive phases are characterized by geonitrica = 0.995, and radius- = 0.2 with the same node layout and
distributed random variables. Note that since initiallg 8ame activity behavior of each node.
flooding mechanism is used to find the destination node in bothFig. 8 shows the packet delivery ratio of both methods
methods, the results fay = 1 (no activity change) would be for ¢ = 0.9995. We can see when is high, both methods
nearly equal in both cases. In the following, we will considehave nearly equal results. For smallewhich leads to shorter
the two values; = 0.9995 and ¢ = 0.995, which correspond sojourn times in the activity/inactivity phases, the diéece



However, in this case the selection of the candidate set must
be performed differently. In the future we wish to find more
robust methods on limiting the set of candidate nodes among
the neighbors which works well in mobile environments.
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