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a b s t r a c t

Traditionally, the size of router buffers is determined by the bandwidth–delay product discipline (normal
discipline), which is the product of the link bandwidth and average round-trip time (RTT) of flows passing
through the router. However, recent research results have revealed that when the number of flows is suf-
ficiently large, the buffer size can be decreased to the bandwidth–delay product divided by the square-
root of the number of flows (sqrtN discipline), without introducing under-utilization of the link band-
width. This assertion has been verified primarily for long-lived flows. In contrast, there has not been a
thorough verification of short-lived flows, which make up the majority of Internet flows. Furthermore,
the effects of network parameters, such as the link bandwidth and propagation delay, have not yet been
investigated. In the present paper, we compare the performance of the above two disciplines by simula-
tion experiments. We focus on the performance of both long-lived and short-lived TCP connections tra-
versing the router under various network environments. We show that sqrtN discipline would degrade
the TCP performance in terms of the packet loss ratio and file transmission delay, and it may be useful
only when the size of the file being transferred is approximately 50–100 Kbytes or when the propagation
delay between the sender and the receiver hosts is significantly small. In addition, we demonstrate that
using pacing TCP cannot improve the network performance in many situations and that sqrtN discipline
is not suitable for situations in which pacing and non-pacing TCP flows co-exist in the network.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

At present, many applications rely on Transmission Control Pro-
tocol (TCP) to avoid and resolve congestion in the Internet.
Although other applications utilize User Datagram Protocol (UDP)
to control the network congestion on their own, on the current
Internet, the proportion of UDP traffic is very small compared with
TCP traffic [1]. Furthermore, in the current Internet, the traffic vol-
ume of video streaming applications such as YouTube increases [2]
and they utilize TCP, not UDP, for a transport-layer protocol. There-
fore, evaluating the performance of TCP traffic on a network is very
important. TCP performance is largely affected by the round-trip
time (RTT) and packet loss ratio of the network path [3,4]. The out-
put link buffer of almost all Internet routers deploys the First-In
First-Out (FIFO) discipline, and the size of this buffer affects the
RTT and packet loss ratio of TCP connections passing through the
router. Packets can be accumulated at this buffer, which causes
queuing delay and delay jitter. Furthermore, packet losses also oc-
cur when packets arrive at a fully-utilized buffer. Therefore, the
packet loss ratio can be reduced by utilizing a larger-sized buffer,
but this can cause a larger queuing delay because a larger number
of packets are accumulated at the buffer.

The size of router buffers is traditionally determined based on a
rule-of-thumb attributed to [5]. As stated in [5], the size of a rou-
ter’s buffer should be greater than Bn ¼ C � RTT, that is, the prod-
uct of the link bandwidth and the average RTT of flows that pass
through the router. This is the bandwidth–delay product discipline
(referred to herein as normal discipline), and many routers are
equipped with buffers for which the size is determined by this dis-
cipline. This discipline is also described in a recent RFC [6].

However, according to [7], it is difficult to construct a router
buffer based on this discipline due to the hardware limitation. To-
day’s backbone networks generally carry more than 10,000 concur-
rent flows and have a link bandwidth of 2.5 Gbps or 10 Gbps [8]. If
the average RTT equals 250 ms a 10 Gb/s router needs
250 ms� 10 Gbps ¼ 2:5 Gbits for its buffer. The size of the largest
commercial static RAM (SRAM) chip is currently 72 Mbits, which
means that several dozen SRAM chips are needed to provide a
2.5-Gbps buffer. This results in large overhead in terms of board
size, electrical power consumption, and monetary cost. On the
other hand, the dynamic RAM (DRAM) chip is available up to
1 Gbps as well as significant advantages in monetary cost and
board size. However, DRAM has a random access time of dozens
of ns, which is from five times to ten times slower than that of
SRAM. Therefore, the problem will become worse as line rates in-
crease in the future. In addition, the electrical power consumption
of DRAM is much larger than that of SRAM. In summary, it is
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extremely difficult to build a router buffer for current and future
high-speed networks based on normal discipline.

One possible solution for this problem is reported in [7]. It is
shown that the router buffer size can be reduced to the band-
width–delay product divided by the square-root of the number
of flows, N, that is, Bs ¼ C�RTTffiffiffi

N
p , when there are many flows (500 or

more) passing through the link. We call this guideline sqrtN disci-
pline. The authors in [7] assert that this small buffer size is suffi-
cient to maintain the link utilization as well as that in normal
discipline. In [9], the authors state that we need only dozens of
packets for the router buffer size when the input link bandwidth
is significantly smaller than the output link bandwidth (for exam-
ple, 10 Mbps input and 1 Gbps output), and/or when using pacing
TCP [10] (paced TCP), in which the successive data packets are
transmitted with some time intervals to prevent the packets from
being sent in bursts. Pacing TCP packets would decrease the packet
loss ratio at the bottleneck router, which may contribute to the de-
crease in buffer size while maintaining the link utilization.

However, these studies consider only the utilization of the bot-
tleneck link bandwidth as a performance metric in the simulations
and implementation experiments, and the performance of TCP
flows passing through the router is almost ignored. In addition,
the network environments in these experiments are quite limited
and the effects of various network parameters, such as link band-
width and propagation delay, have not been investigated. Further-
more, we believe that the conditions stated in [9] cannot be
satisfied in future networks: the link bandwidth of the access net-
work is increasing rapidly in recent years.

Therefore, in the present paper, we evaluate the effect of the
buffer size on the following, in addition to link utilization: the
packet loss ratio and queuing delay at the router, and the perfor-
mance of TCP flows passing through the router. In particular, we
focus on the performance of short-lived TCP connections when a
small-sized buffer is used at the bottleneck link, since the perfor-
mance of a short-lived TCP data transfer is affected not only by
the bottleneck link utilization, but also by factors including the
RTT, packet loss ratio and available bandwidth. We investigate
the effect of other network parameters such as the propagation de-
lay and physical capacity of the bottleneck link, and derive the
parameter ranges in which sqrtN discipline is effective or ineffec-
tive. In addition, we explore the effectiveness of pacing TCP for
decreasing the router buffer, in situations in which only pacing
TCP flows exists in the network and in which pacing and non-pac-
ing TCP flows co-exist in the network.

To our knowledge, the effect of the router buffer size on the per-
formance of short-lived TCP connections has only discussed in one
paper [11], which revealed that the packet loss ratio becomes lar-
ger when we use the smaller-sized buffer recommended in [7], and
it sometimes hinders the performance of TCP data transfer. How-
ever, the abovementioned study [11] was performed with a fixed
network environment, and the authors only considered congested
networks with approximately 100% link bandwidth utilization. On
the other hand, in the present study, we investigate the effects of
the network parameters and consider under-utilized networks
where the link utilization is far below 100%. We also consider the
realistic distribution of the file sizes that TCP connections transmit,
unlike the fixed value for transferred file sizes used in [11].

We believe that for the complete comparison of the two disci-
pline in buffer sizing, we should evaluate them from various points
of view. It includes the effect of network parameters: the effect of
RTT (propagation delay), access/bottleneck link bandwidth, with
homogeneous/heterogeneous situation. It also includes the effect
of various type of TCP flows: short/long-lived and paced/non-paced,
and their mixture situation. Among them, we select the following
cases in this paper: the effect of long/short-lived flow, the effect of
paced TCP and its mixture situation, and the effect of network

parameters with homogeneous situation. This is because we would
like to reveal the fundamental characteristics of the two discipline.

The remainder of the paper is organized as follows. Section 2 re-
views the two disciplines for determining router buffer size: nor-
mal discipline and sqrtN discipline. Section 3 describes the
network model, parameter setting, and evaluation metric for the
simulations. In Section 4, we show extensive simulation results
and discuss router buffer sizing. Section 5 discuss the effect of pac-
ing TCP in router buffer sizing. Section 6 concludes the present pa-
per and gives some future areas of study.

2. Guidelines for router buffer sizing

2.1. Normal (bandwidth–delay product) discipline

The traditional guideline for setting the buffer size based on the
bandwidth–delay product is described in [5]. We call this guideline
normal discipline. In what follows, we introduce the fundamental
reasons for normal discipline. For a detailed explanation, please re-
fer to [5].

The changes in the congestion window size of a TCP connection
in the congestion avoidance phase can be modeled as additive-in-
crease and multiplicative-decrease (AIMD) in versions of TCP such
as Reno [12] and NewReno [13]. Fig. 1 presents the typical behavior
of a single TCP-Reno flow passing through a single-bottlenecked-
router network. The top graph shows the time evolution of the
queue length at the bottleneck router buffer, and the bottom graph
shows the changes in the congestion window size of the TCP con-
nection, where Bmax is the buffer capacity. We assume the bottle-
neck link bandwidth to be C. From time t1, the sender starts
filling the buffer until a packet is dropped because of the full buffer
(at time t2). Approximately one RTT later, the sender receives
duplicate ACKs. The sender then retransmits the lost packet, and
halves its window size from Wmax to Wmax=2 (at time t3). Before
time t3, the sender is allowed to have Wmax outstanding packets.
However, after time t3, the sender is only allowed to have
Wmax=2 outstanding packets. Therefore, the sender must stop
sending packets until it receives Wmax=2 ACK packets. This means
that the number of packets in the buffer decreases while the sender
stops sending packets (from time t3 to time t4). After time t4, the
sender increases its window size, so the number of packets in
the buffer again increases after time t5.
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Fig. 1. The time evolution of the congestion window and the queue length.
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If the buffer goes empty before time t5 comes, the router cannot
send packets onto the bottleneck link at a constant rate, so the link
utilization becomes less than 100%. While the router’s buffer is not
empty, the sender’s ACKs arrival rate equals the bottleneck link
bandwidth C. Therefore, the sender stops sending packets for
ðWmax=2Þ=C s in order to wait for Wmax=2 ACK packets. On the other
hand, the buffer is emptied after Bmax=C s. Therefore, if Bmax=C is less
than ðWmax=2Þ=C, the buffer is emptied. That is, the following condi-
tion should be satisfied to prevent the buffer from becoming empty:

Bmax P Wmax=2 ð1Þ

The amount of data packets that exist on the bottleneck link can be
denoted as C � RTT where RTT is the average RTT value of TCP con-
nections passing through the link. If Wmax=2 is larger than C � RTT,
we can keep the bottleneck link fully utilized. Therefore, the follow-
ing condition must be satisfied:

Wmax=2 ¼ C � RTT ð2Þ

Finally, Eqs. (1) and (2) yield

Bmax P Wmax=2 ¼ C � RTT ð3Þ

In summary, if Bmax P C � RTT is satisfied, the buffer never goes
empty, and we can take full advantage of the bottleneck link
capacity.

In a backbone network, many TCP flows share the bottleneck
link. However, the above discussion still holds true if the flows
are synchronized. When N TCP flows exist at the bottleneck link,
we can consider that an individual flow has a bandwidth of C=N
[14–17]. This means that each flow needs more than C=N � RTT
for the buffer capacity. Therefore, the required buffer capacity
can still be shown as follows:

ðC=N � RTTÞ � N ¼ C � RTT ð4Þ

2.2. Square-root discipline

In [7], the authors proposed decreasing the router buffer size to
the bandwidth–delay product of the network divided by the
square-root of N, which is the number of concurrent TCP connec-
tions passing through the bottleneck router, when n is sufficiently
large (typically larger than 500). In the present paper, we call this
guideline sqrtN discipline.

The window sizes of TCP connections usually change synchro-
nously when the number of concurrent connections is small and
their RTTs are approximately equal [14–17]. This means that when
a certain connection halves its window size, the others do the same
simultaneously [14]. This is because of the nature of the drop-tail
buffer at the bottleneck link, which causes bursty packet losses
when the buffer overflows.

However, in many cases, flows are not synchronized. For exam-
ple, small variations in RTTs or processing times are sufficient to
prevent synchronization [18]. The absence of synchronization has
been demonstrated in real networks [8,19]. Even if flows do not
have a diversity of RTTs, they can become asynchronous when
there are more than 500 concurrent flows [7]. In what follows,
we briefly introduce the required buffer size when TCP flows are
not synchronized, which is the summary of the discussion in [7].

The queue occupancy QðtÞ of N flows at time t can be derived
using the congestion window size of each connection WiðtÞ:

QðtÞ ¼max 0;
XN

i¼1

WiðtÞ � ðRTT� CÞ
 !

ð5Þ

Since the average value of the sum of the congestion window size of
all flows is obtained as W ¼

PN
i¼1WiðtÞ, the average queue occu-

pancy Q is given by:

Q ¼ maxð0;W � ðRTT� CÞÞ ð6Þ

Q > 0, the average congestion window size of each flow, Wi, can be
calculated from Eq. (6) as follows:

Wi ¼W=N ¼ RTT� C þ Q
N

6
RTT� C þ Bmax

N
ð7Þ

The standard deviation of distribution of the change in the conges-
tion window size, rwi

, can be described by the following equation,
based on the assumption that the change in the sum of the window
size of all connections follows a normal distribution:

rwi
¼ 1

3
ffiffiffi
3
p Wi ð8Þ

For a large number of flows, the standard deviation of the sum of
the windows, rwi

, is given by

rw 6
ffiffiffiffi
N
p

rwi
ð9Þ

From Eqs. (7)–(9) the standard deviation of the queue occupancy, Q,
is shown as:

rQ ¼ rw 6
1

3
ffiffiffi
3
p RTT� C þ Qffiffiffiffi

N
p 6

RTT� C þ Bmaxffiffiffiffi
N
p ð10Þ

Therefore, we obtain the following lower bound for the link
utilization:

Util P erf
3
ffiffiffi
3
p

2
ffiffiffi
2
p Bmax

RTT�CþBmaxffiffiffi
N
p

0
@

1
A ð11Þ

For example, if there are 10,000 concurrent flows, then Util P
erf 3

ffiffi
3
p

2
ffiffi
2
p

� �
’ 0:9899 when we set Bmax ¼ RTT�Cffiffiffi

N
p . This result means that

we can achieve 98.99% of the link utilization with a buffer having
a size that is given by the bandwidth–delay product divided by the
square-root of the number of flows, that is, Bs ¼ RTT�Cffiffiffi

N
p . In [7], the

effectiveness of sqrtN discipline is confirmed by simulations and
experiments, but consideration is given mainly to the long-lived
TCP flows. For accommodating short-lived flows, it is only stated
that small buffers are needed from the aspect of the maintenance
of link utilization. It is a straightforward expectation that when we
use a smaller buffer, the packet loss ratio increases, which is also
shown in [7]. However, there is no description of how the packet loss
ratio influences the performance of short-lived traffic.

Then, in the following sections, we clarify the influence of small
buffer size on short-lived flows through extensive simulations.

3. Evaluation environment

3.1. Network and traffic model

We evaluate the performance of the two disciplines for buffer
sizing using ns-2 [20] simulations. The network model used for
the simulations is shown in Fig. 2. The model consists of sender/re-
ceiver terminals (S1 to SN and R1 to RN), two intermediate routers,
and links interconnecting terminals and routers. The link between
the two routers is a bottleneck link with a D ms propagation delay
and C Mbps bandwidth. The links between the terminals and rou-
ters have a 5 ms propagation delay and bandwidth equal to the
bottleneck link if not specified. We vary N;C;D, and the access link
bandwidth in the simulations and investigate the performance of
the two buffer sizing disciplines.

We use two types of traffic models: P2P traffic and Web traffic.
In the P2P traffic model, the sender terminals have an infinite
amount of data and continue sending the data using an FTP-like
protocol. In the Web traffic model, on the other hand, the sender
terminals determine their data (file) sizes and data transfer
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intervals based on the Scalable URL Reference Generator (SURGE)
model [21]. SURGE is a realistic Web workload generation tool that
mimics a set of real users accessing a server.

Table 1 shows the parameters of the SURGE model. For both
traffic models, we change the traffic volume by changing the num-
ber of sender/receiver terminals ðNÞ.

3.2. Metrics for the performance evaluation

We observe the behavior of the packet at the bottleneck link
router. We calculate the link utilization from the number of pack-
ets that pass per unit time, and the packet loss ratio from the num-
ber of lost packets and the number of packets that arrive at the
router. For the Web traffic, we check the file transfer time, which
is the time from the beginning of the file transmission to the recep-
tion of the ACK packet corresponding to the last packet. The packet
loss ratio for each file transfer is also derived to check the relation-
ship between the transferred file size and packet loss ratio.

4. Simulation results and discussions

4.1. Basic performance

Fig. 3 shows the change in the link utilization and packet loss
ratio when the number of hosts N is changed, where all sender
hosts use the P2P traffic model (Fig. 3(a)) and the Web traffic mod-
el (Fig. 3(b)). We set C ¼ 100 Mbps and D ¼ 90 ms.

Fig. 3(a) shows that when the buffer size is determined by nor-
mal discipline, high link utilization can be obtained regardless of
the number of hosts. This is simply because the larger buffer size
brings the lower packet loss ratio. However, when sqrtN discipline
is used, the link utilization decreases when the number of hosts be-
comes small (less than 800 hosts). This degradation is as much as
20% of the bottleneck link bandwidth, especially when the number
of multiplexed flows is small. Furthermore, we can recognize the
larger packet loss ratio, regardless of the number of flows, com-
pared with normal discipline. However, we conclude that the

assertion in [7] is correct because the link utilization is almost
100% when there is a sufficiently large number of hosts (concur-
rent flows). That is, when we have sufficiently many co-existing
persistent flows, we can reduce the buffer size without degradation
of the link utilization.

In Fig. 3(b) for Web traffic, we can observe that the link utiliza-
tion with sqrtN discipline is also lower than that with normal dis-
cipline when short-lived TCP flows are accommodated. Note that
the link utilization with sqrtN discipline becomes degraded in un-
der-utilized networks; even when the link utilization with normal
discipline is around 60–80%, sqrtN discipline further degrades the
link utilization. We also note that the packet loss ratio with the
sqrtN discipline does not decrease to zero even when the number
of hosts is small, whereas that of normal discipline becomes zero
when the number of hosts is less than 700. This is mainly due to
the bursty nature of short-lived Web traffic. That is, the small buf-
fer with sqrtN discipline cannot absorb the bursts of packets from
the short-lived TCP connections in the slow-start phase of their
packet transmission. However, the link utilization becomes almost
100% when the number of hosts is sufficiently large. Therefore, the
assertion in [7] is also confirmed even with short-lived Web traffic.

In the following, we investigate whether the conclusion in [7]
holds even when the network environment changes, and we check
the characteristics of sqrtN discipline in terms of the performance
of each TCP flow passing through the router. Note that we omit to
plot the confidence intervals, but it is enough small to make a com-
parison by using average values.

4.2. Effect of the change in network environment

We next discuss whether normal discipline or sqrtN discipline
should be applied when the network environment changes. This
section gives the guidelines for sizing a router buffer for future
high-speed networks.

4.2.1. Traffic volume
Figs. 4 and 5 show the change of the packet loss ratio and data

transfer delay as a function of the transferred file size when the
number of hosts, corresponding to the traffic volume, is changed.
We use the Web traffic model for each sender host, and set
C ¼ 100 Mbps and D ¼ 20 ms (Fig. 4) and 90 ms (Fig. 5).

Figs. 4(a) and 5(a) show that the packet loss ratio with sqrtN
discipline is always higher than that with normal discipline. This
is confirmed by Fig. 3 in the previous subsection. We also point
out that the packet loss ratio with sqrtN discipline increases as
the transferred file size decreases when D ¼ 20 ms, whereas that
with normal discipline remains almost constant. This is because
TCP connections with a small data size have a strong bursty nature
in their packet transmission, and the smaller buffer with sqrtN dis-
cipline cannot absorb the burstiness.

However, the difference in the packet loss ratio does not signif-
icantly affect the data transfer delay. Figs. 4(b) and 5(b) show that
the effect of the high packet loss ratio with sqrtN discipline to the
data transfer delay is small when D ¼ 20 ms, whereas it causes a
larger transfer delay when D ¼ 90 ms. This is because the RTT val-
ues of the TCP connections become small when the propagation
delay is small, and this feature provides quick detection of the
packet losses and their retransmission. Consequently, sqrtN disci-
pline conceals the adverse effect of the increase of packet loss ratio.
On the other hand, when the RTTs are large, as in Fig. 5, the higher
packet loss ratio causes the larger data transfer delay, as we
expected.

4.2.2. Access link bandwidth
Figs. 6 and 7 show the change of the packet loss ratio and data

transfer delay as a function of the transmitted file size when we

Fig. 2. Network topology for simulation experiments.

Table 1
Summary statistics for models used in SURGE [21].

Component Probability density function Parameters

File sizes – body pðxÞ ¼ e�ðlnx�lÞ2=2r2

xr
ffiffiffiffiffi
2p
p l ¼ 9:357

r ¼ 1:318
File sizes – tail pðxÞ ¼ akax�aþ1 k ¼ 133 K

a ¼ 1:1
Inactive OFF times pðxÞ ¼ akax�aþ1 k ¼ 1

a ¼ 1:5
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change the access link bandwidth. We set C ¼ 100 Mbps,
N ¼ 1500;D ¼ 20 ms (Fig. 6) and 90 ms (Fig. 7).

Both figures show that the packet loss ratio increases as the ac-
cess link bandwidth increases. This is because the bursty nature in-
creases and some of the bursty packet transmissions cannot be
absorbed at the router buffer. However, the characteristics of the
two disciplines would change drastically if we changed the propa-
gation delay of the bottleneck link ðDÞ. When D is small (in Fig. 6),
the two disciplines have almost the same packet loss ratio, and this
causes an almost identical trend in the data transfer delay in
Fig. 6(b), which can be recognized by comparing the two lines of

sqrtN and normal disciplines. When we increase D, however, sqrtN
discipline has a much larger packet loss ratio compared with nor-
mal discipline (Fig. 7(a)) and the data transfer delay is affected by
the difference in the packet loss ratio. This is because, when D is
large, the buffer size in normal discipline increases significantly,
which can absorb the bursty packet arrivals from the TCP senders.

4.2.3. Bottleneck link bandwidth
Fig. 8 shows the change in the packet loss ratio as a function of

the bottleneck link bandwidth when we set D ¼ 20 ms (Fig. 8(a)),
and D ¼ 90 ms (Fig. 8(b)). Here we set N ¼ 1500.
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Fig. 3. Effect of buffer size on link utilization and packet loss ratio. (a) P2P traffic. (b) Web traffic.
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The link utilization with sqrtN discipline is smaller than that
with normal discipline. In particular, in Fig. 8(a), sqrtN discipline
loses up to approximately 10% of the link bandwidth utilization
when the bottleneck link bandwidth is large. These results mean
that sqrtN discipline would hinder the utilization of the link band-
width in an under-utilized network, whereas it can maintain the
link utilization in a congested network. The main reason for this re-
sult is that the packet loss ratio in sqrtN discipline never decreases
to zero, even when the bottleneck link bandwidth is sufficiently
large. This is one of the adverse effects of a smaller buffer at the
bottleneck link.

4.2.4. Bottleneck link propagation delay
Finally, we investigate the effect of the propagation delay of the

bottleneck link. Fig. 9 shows the change in the packet loss ratio and
the data transfer delay when the bottleneck link propagation delay
is changed to C ¼ 100 Mbps and N ¼ 1000.

From this figure, we can also observe the higher packet loss ra-
tio in sqrtN discipline regardless of the propagation delay and
transferred data size (Fig. 9(a)), which is obvious by comparing
the two lines of sqrtN and normal disciplines. However, this does
not always degrade the data transfer delay (Fig. 9(b)). In particular,
when either the propagation delay or the transferred data size is
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small, the data transfer delay remains almost the same as that in
normal discipline. When the propagation delay is small, the detec-
tion and retransmission of the lost packets in the network can be
carried out in a small amount of time, which overcomes the in-
crease in the packet loss ratio. When the transferred data size is
small, on the other hand, the effect of the packet loss ratio becomes
small, as described in the mathematical analysis in [3].

4.3. Summary

When the buffer size is determined using a sqrtN discipline, if
there are many flows, the utilization of the bottleneck link is
approximately equal to the case of a normal discipline. However,
the packet loss ratio of each flow becomes higher, and only for
the case in which either the transferred data size or a bottleneck
link propagation delay are small, the data transfer delay also be-
comes small.

When the network load is high, the influence of increasing the
amount of traffic is not so significant. However, when the network
load is low, since the packet loss ratio does not fall, even if a bot-
tleneck link bandwidth is large, compared with a normal discipline.
This causes the deterioration of the link utilization and data trans-
fer performance. Therefore, sqrtN discipline is useful in a network
that includes a sufficient number of hosts so that the bottleneck
link load is enlarged and small-size data transmission occupies
the greater part of the flow and/or the bottleneck link propagation
delay is short.

However, on the present Internet, significant amount of traffic
with large data sizes, such as P2P, is also exists. Moreover, for flows
other than TCP, such as UDP, the increase in a packet loss ratio has

a significant influence on the communication quality, and a core
network of today’s Internet is designed so that an average link uti-
lization keep low. Therefore, it is assumed that the use of sqrtN dis-
cipline under the present Internet environment will have an
adverse effect on the performance of TCP.

5. Effect of pacing TCP

We next investigate the effect of pacing TCP on router buffer
sizing. For simulation experiments, we utilize the same network
model (Fig. 2) with C ¼ 100 Mbps and D ¼ 90 ms. For TCP flows
we deploy the P2P traffic model explained in Section 3.

5.1. Link utilization and packet loss ratio

Fig. 10 shows the change in bottleneck link utilization and pack-
et loss ratio as functions of n (the number of concurrent TCP flows),
when we utilize pacing TCP with two disciplines for buffer sizing.
For comparison, we also plot the results when we utilize non-pac-
ing TCP. From Fig. 10(a), when we use non-pacing TCP flows with
sqrtN discipline, the link utilization increases to 100% with the in-
crease of n, as depicted in Fig. 3(a). However, when we use pacing
TCP, the link utilization never reach to 100% even when the num-
ber of concurrent TCP flows increases significantly. From Fig. 10(b),
we also observe that the effect of pacing TCP in decreasing the
packet loss ratio at the bottleneck router is quite limited, especially
with sqrtN discipline.

Fig. 11 explains the reasons for this phenomena. In this figure,
we plot, using dots, the occurrence of packet loss events for each
TCP connection as a function of simulation time when we set
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n ¼ 1000. In all four cases of the combination of TCP type (pacing/
non-pacing) and buffer size disciplines (normal/sqrtN), packet
losses takes place in synchronized fashion. Furthermore, by com-
paring Figs. 11(a) and (b) and 11(c) and (d), we can confirm that
using pacing TCP increases the degree of synchronization of packet
loss events, which degrades the link utilization. We can explain
this phenomena as follows:

When TCP flows are non-paced, the packers from each flow
tend to arrive at the bottleneck link in bursty fashion. So, the queue
length fluctuate largely and buffer overflows often occurs even
when the buffer is not fully utilized in average. So, ‘‘unfortunate”
TCP flow(s) experiences the packet loss(es) in the earlier stage of
the congestion, and the synchronization effect does not become
so strong.

On the other hand, when the TCP flows are paced, the packers
from each flow are sent in non-bursty fashion, and the packers

from all flows arrives at the bottleneck link in mixed fashion. So,
the queue length does not fluctuate so largely and it increases in
steady speed. Then, when buffer overflow occurs, almost all of
the TCP flows experience packet losses simultaneously as in
Fig. 11. It causes the global synchronization effect and degrades
the link utilization as shown in Fig. 10.

5.2. Mixture of pacing and non-pacing TCP flows

We next observe the situation in which pacing and non-pacing
TCP flows co-exist in the network. Fig. 12 shows the change in bot-
tleneck link utilization and packet loss ratio as functions of the
number of pacing TCP flows when we set the total number of
TCP flows ðnÞ to 100 (Fig. 12(a)) and 1000 (Fig. 12(b)). Note that
we maintain the total number of TCP flows constant and change
the ratio of the number of pacing and non-pacing TCP flows.
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Fig. 12 reveals that when using normal discipline for buffer sizing,
the link utilization remains 100% in all situations. However, when we
use sqrtN discipline, the link utilization depends on the total number
of TCP flows and the ratio of pacing TCP flows. More specifically, when
the total number of flows is small (Fig. 12(a)), an increase in that
number of pacing TCP flows does not cause an increase in the packet
loss ratio, which improves the link utilization. However, when the
network is congested with many concurrent flows (Fig. 12(b)), the
link utilization decreases with the increase in the ratio of pacing
TCP flows because of the increase in the packet loss ratio. That is,
using pacing TCP in the mixed flow situation does not help to increase
the link utilization or decrease the packet loss ratio in the network.

Fig. 13 shows the changes in the throughput of each TCP flow
when we set the total number of TCP flows ðNÞ to 100
(Fig. 13(a)) and 1000 (Fig. 13(b)), respectively. When the total
number of TCP flows is small (Fig. 13(a)), the throughput of non-
pacing TCP flows is roughly twice that of pacing TCP flows for al-
most all cases, except when the ratio of pacing TCP flows is larger
than 90%. Focusing on sqrtN discipline, when all of the flows use
pacing TCP, the overall performance is larger than that for the case
in which all flows use non-pacing TCP. However, in the mixture sit-
uation, pacing TCP flows suffer from significantly smaller through-
put than non-pacing TCP flows.

On the other hand, when the number of total TCP flows increases
to 1000 and the network becomes congested (Fig. 13(b)), the through-
put of pacing TCP flows becomes larger than that of non-pacing TCP
flows when the ratio of pacing TCP flows is larger than 50% and the
buffer size is determined by normal discipline. However, when we de-
ploy sqrtN discipline, pacing TCP flows never outperforms non-pacing
TCP flows regardless of the ratio of pacing TCP flows.

Based on these results, we conclude that it is difficult to deploy
pacing TCP to the current Internet when considering the mixture
situation, although the throughput of each TCP flow improves
when all flows utilize pacing TCP. Furthermore, using sqrtN disci-
pline makes the situation worse for the deployment of pacing TCP.

6. Conclusion

In the present paper, we compared the performance of two dis-
ciplines, normal discipline and sqrtN discipline, for router buffer
sizing, focusing on the performance of TCP connections traversing
the router. Through extensive simulations, we confirmed that
sqrtN discipline can maintain utilization of the bottleneck link
when there is sufficient traffic volume for both long-lived and
short-lived traffic flows. However, we revealed that sqrtN disci-
pline would degrade the performance of each TCP flow passing
through the bottleneck link in terms of packet loss ratio and file

transmission delay. Furthermore, sqrtN discipline can maintain
the performance of each flow only when the file transfer size is
around 50–100 Kbytes or when the propagation delay between
the sender and the receiver hosts is significantly small.

We also found that using pacing TCP increases the degree of
synchronization of packet loss events, which degrades the network
performance in terms of bottleneck link utilization with sqrtN dis-
cipline. Furthermore, in the case of mixed situation of pacing and
non-pacing TCP flows, the pacing TCP flows suffer from signifi-
cantly lower throughput than the co-existing non-pacing TCP flows
especially when sqrtN discipline is employed.

For future work, the evaluation in more heterogeneous situa-
tion, where short/long-lived flows co-exists in the network, where
each TCP flows has different network parameters, and whrer TCP
and UDP flows co-exist in the network, is one of our important is-
sue. We will also study the conditions in which TCP connections
sharing a bottleneck link behave synchronously, which could sig-
nificantly affect the buffer sizing.
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