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Abstract—Without any control mechanism, a wireless ad-hoc
network is easily congested and the perceived quality of applica-
tions considerably deteriorates. Therefore, we need QoS control
mechanisms to accommodate real-time multimedia application
such as video conferencing, VoIP (Voice over IP), and remote
monitoring while satisfying application QoS requirements. In this
paper, we propose a new routing mechanism to support real-
time multimedia communication by efficiently utilize the limited
wireless network capacity. Our mechanism considers a wireless
ad-hoc network composed of nodes equipped with multiple
network interfaces to each of which a different wireless channel
can be assigned. By embedding information about channel usage
in control messages of OLSRv2, each node obtains a view of
topology and bandwidth information of the whole network. Then,
a source node determines a logical path on which application QoS
requirements are satisfied. Through experiments on a simulator,
our mechanism could achieve the packet delivery ratio of about
95% at the end-to-end delay of about 10 ms. In addition, real-
time traffic was more evenly distributed over the whole network.

Index Terms—ad-hoc network, QoS routing, multi-channel,
multi-interface.

[. INTRODUCTION

Wireless ad-hoc network needs no fixed communication
infrastructures such as routers, switches, access points, and
cables. Nodes communicate with each other to organize a
network and transmit data from one node to another. Packets
transmitted over a wireless ad-hoc network include both of
best-effort traffic (file transfer, e-mail, and Web) and real-time
traffic (video conferencing, VoIP (Voice over IP), and remote
monitoring). Since the capacity of wireless link is limited
and the effective bandwidth is much smaller for contention
among nodes [1], [2], it is not trivial to accommodate real-time
multimedia traffic in a wireless ad-hoc network. Especially,
they require certain level of QoS guarantee or control in terms
of delay, delay jitter, and packet loss.

Over the past several years, many studies have been devoted
to QoS control in wireless ad-hoc networks [3], [4], [5], [6].
There are several techniques or methods for controlling QoS
in wireless ad-hoc networks, such as bandwidth reservation,
channel switching, channel separation, and QoS-aware routing.
For example, QOLSR (QoS-enhanced Optimized Link State
Routing) decreases the packet loss rate about a half of the
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conventional OLSR by considering more appropriate metrics,
i.e. delay and bandwidth, than the hop distance used in OLSR
in route calculation [5]. The modification of IEEE 802.11
standard MAC protocol supports frame transmission over a
multi-channel and multi-interface wireless ad-hoc network. A
node switches wireless channels [7] or both of channels and
interfaces [8], [9] in a hop-by-hop manner or a time-based
manner, to reduce the packet loss and improve the network
throughput. Although having multiple channels and interfaces
contributes to avoidance of competition and collision for a
wireless channel, in [10], they noticed that channel switching
at an interface introduced the switching delay and proposed
a new method which classified interfaces to “fixed” interfaces
and “switchable” interfaces to avoid the delay. Fixed interfaces
stay on certain channels for a longer period than switchable
interfaces and they are used when a switchable interface is
switching a channel.

In this paper, we propose a QoS-aware routing mechanism
for wireless ad-hoc networks, especially used for temporal
communication vehicle at a festival or disaster-affected area.
Our mechanism assumes a node equipped with multiple net-
work interfaces, each of which a different wireless channel
can be assigned to. A node estimates the usage of its wireless
channels and disseminates the information about the available
bandwidth on the node, called the bandwidth information, to
the other nodes in the whole network. For this purpose, the
bandwidth information is embedded in control messages of
OLSRv2 (OLSR version 2) [11] and propagated in the whole
network in an efficient and effective way. To transmit packets,
a node estimates the optimal path to a destination node to
satisfy application QoS requirements. However, the derived
path, called a logical path, is different from the physical path
to the destination established by the underlying OLSRv2.
Therefore, packets are encapsulated so that it traverses the
logical path. In addition, each intermediate node chooses or
switches a wireless channel for packet transmission in a hop-
by-hop manner for efficient use of wireless channels and
collision avoidance.

In the rest of this paper, we first describe our proposal in
Section II and introduce system architecture of our proposal
in Section IIl. Then, we perform simulation experiments to
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TABLE 1
AN EXAMPLE OF WIRELESS CHANNEL AND IP ADDRESS ASSIGNMENT.

interface IP addr-node 1 | IP addr-node 2 | IP addr-node 3
0 (wlan0) | 192.168.0.1/24 192.168.0.2/24 192.168.0.3/24
1 (wlanl) | 192.168.1.1/24 192.168.1.2/24 192.168.1.3/24
2 (wlan2) | 192.168.2.1/24 192.168.2.2/24 192.168.2.3/24

evaluate the effectiveness of our proposal from viewpoints
of packet delivery ratio, end-to-end delay, channel utilization,
and node utilization in Section IV and we build a prototype
and conduct practical experiments to verify the practicality
in Section V. Through simulation experiments, we confirmed
that our mechanism could achieve the packet delivery ratio of
about 95% at the end-to-end delay of about 10ms in a grid
network of 100 nodes by assigning three dedicated channels
to real-time traffic and conducting logical routing. In addition,
we confirmed that real-time traffic was more evenly distributed
over the whole network. Finally, we summarize and describe
some future work in Section VI.

II. QOS-AWARE ROUTING MECHANISM ON WIRELESS
AD-HOC NETWORKS

In this section, we give an overview of our proposed
mechanism and its target system for QoS-aware routing on
wireless ad-hoc networks. There are three key points in our
proposed mechanism, estimation of the available bandwidth,
exchange of the bandwidth information by using OLSRv2, and
logical routing based on the information about the network
topology and the available bandwidth.

A. Overview of our proposed mechanism and its target system
and application

We consider a wireless ad-hoc network consisting of nodes
equipped with K (2 < K) wireless network interfaces.
The same number K of wireless channels are available for
wireless communication. Wireless channels are assigned to
interfaces without overlap. Because of its application scenario,
we assume that nodes are immobile. Nevertheless, condition of
wireless communication dynamically changes. In our proposed
mechanism, one channel numbered 0 from K channels is
reserved for best-effort traffic and called best-effort channel,
and the other K — 1 channels, called real-time channels,
are used for real-time traffic such as voice or video data.
On the best-effort channel, the OLSRv2 with extension for
our mechanism operates for proactive physical routing and
bandwidth information dissemination.

Table I shows an example of wireless channel and IP address
assignment on our proposed mechanism. The wireless network
interfaces are numbered as 0, 1, and 2, respectively. The
interface wlan0 is assigned to channel 1, wlanl to channel 6,
and wlan2 to channel 11. Each interface belongs to a different
network, i.e. 192.168.0.0/24 for wlan0O, 192.168.1.0/24 for
wlanl, and 192.168.2.0/24 for wlan2. Each node has a unique
host address, 1, 2, and 3. Therefore, node 1 for example has
three IP addresses, 192.168.0.1, 192.168.1.1, and 192.168.2.1,
on three network interfaces. Since wireless channels are as-
signed to different networks, channel switching can be easily
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(a) OLSR topology

(b) logical mesh

(d) OLSR routing (c) logical routing
Fig. 1. QoS-aware routing by our proposed mechanism.

.-—nodeS___ _nodeA  __.___.____ nodeB.________ . —nodeD____
ireal-time apphca\\oni ( i : i rreal-time applicalioni
‘ H ! il :
! I I I |

application data ! H e H ! H
| <logical routing> I I <logical routing> I | <logical routing> I
' !} IP-based | |

IP header ! i routing 1 1 ‘B‘S-B»D‘

! g | B]s-80) | [ofs-8-of | ‘ \ [o]s0] | ‘
‘ w i

| | It ohannet || ‘ I i
<channel select> 1 | ~Co <channel select> i
logical path N )\ select> \ I )

AN Lo J SN o

eeeeeeeeeee-physical routing on 1P network ...

Fig. 2. Packet processing in our proposed mechanism.

done by changing a network address of a packet at a source
node and intermediate nodes.

Each node always probes the usage of real-time channels
and estimates the available bandwidth. The estimated avail-
able bandwidth is disseminated over the whole network by
embedded on control messages, i.e. HELLO messages and
TC (Topology Control) messages of OLSRv2 operating on
the best-effort channel. In our mechanism, all nodes obtain
and maintain the complete information about the available
bandwidth on all nodes in the network.

Packets belonging to best-effort traffic are transmitted to a
destination node on the best-effort channel. Intermediate nodes
choose a next hop node for the destination node of a received
packet in accordance with the routing table maintained by
OLSRvV2. On the other hand, packets belonging to real-time
traffic are transmitted to a destination traversing a so-called
logical path. A logical link consists of one or more physical
links from one end to the other. A logical path is determined
taking into account the topology of a wireless ad-hoc network,
the available bandwidth on all physical links, and application
QoS requirements.

Figure 1 illustrates an example of logical path construction
and packet forwarding. Figure 2 shows the way that a packet is
processed in our system. When a packet to a new destination
is generated by a real-time application, a node determines a
logical path to its destination for the session. For example in
Figure 1, the source node S first considers the logical mesh
topology on the physical network (Figure 1(b)). Each of logical
links in the logical mesh topology is related to the available
bandwidth on the physical path connecting the two ends of
the logical link. Then, the source node S tries to find the
optimal path, which satisfies application QoS requirements and
some other metric if needed, to the destination node D. In
this example, the logical path S-B-D is chosen (Figure 1(c)).



Since the physical path from the node S to the node D can
be different from the optimal logical path as for example S-E-
F-D, all packets belonging to the session for this destination
are encapsulated indicating the first destination node B and
the last destination node D, as shown in Figure 2 (in the node
S). Encapsulated packets are sent to the first destination node
B through the physical path from the source node S to the
node B, and then sent to the final destination node D from
the node B (Figure 1(d)). In this case, the logical next hop
node at the node S is the node B while the physical next
hop node at the node S is the node A, i.e. the node S sent a
packet to the node A, then the node A forwarded the packet
to the node B. The intermediate node A of the logical path
S-B only relays a received packet to the node B, which is
regarded as the destination of the packet from the physical
routing view point (Figure 2, node A). For efficient use of
wireless bandwidth, each node chooses the real-time channel
with the largest available bandwidth in forwarding a packet to
a physical next hop node, which is determined in accordance
with the OLSRv2 routing table.

B. Estimation of available bandwidth

There have been some studies on estimation of the available
bandwidth on a wireless network [2], [12]. In our proposal,
for the sake of simplicity, the available bandwidth By/(c) of
the channel ¢ (1 < ¢ < K — 1) on the node k is estimated by
Equation 1, where Wj(c) corresponds to the ideal capacity of
the channel ¢ on the node k, e.g. 54 Mb/s for IEEE 802.11g,
T is the estimation interval, and Dy/(c) is the total amount of
data transmitted and received on the channel ¢ at the node k&
in the estimation interval.

By.(c) = Wi (c) — Di(c)/T. (1)

Then, the available bandwidth B; for real-time traffic on the
node k is derived by the following equation.

K-1
Bp =Y Bi(o). )
c=1

We should note here that we do not limit to the above
estimation and a node can use any of estimations in literatures.

C. Exchange of bandwidth information on OLSRv2

OLSRV2 reduces the overhead in flooding control messages
for information dissemination by limiting nodes participating
in flooding. They are called MPR (MultiPoint Relay). A set
of MPRs are chosen in a distributed manner aiming to have
the smallest number of MPRs while keeping the connectivity.
Nodes exchange HELLO messages with neighboring nodes
in the range of radio signals at regular HELLO intervals. In
addition, an MPR generates and disseminates TC messages at
regular intervals.

In our proposal, the bandwidth information is also entrained
in HELLO and TC messages by adding the extended field in
the form of TLV (Type Length Value) block. On receiving
control messages, a node builds or updates a new table,
called the Extended Topology Set, to maintain the bandwidth
information in addition to the above-mentioned tables.

best-effort applications

real-time applications |
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Fig. 3.  Module components of proposed mechanism.

D. Logical routing based on bandwidth information

On receiving the first packet to a new destination, the node
generates a logical mesh network. The logical link between
the node 7 and the node j in the logical mesh network is
associated with the available bandwidth B(%, j). The available
bandwidth B(i,j) is given as the minium of the available
bandwidth among all physical links on the shortest path
between the node ¢ and the node j. The available bandwidth
of the physical link is defined as the minimum of the avail-
able bandwidth on nodes at the both edges. For example,
the available bandwidth B(S, B) in Figure 1 is given as
B(S,B) = min(min(Bg, B4), min(By4, Bg)). When there
are two or more shortest paths for a logical link, one with the
minimum available bandwidth is chosen.

Once a logical mesh network is constructed, a source node
begins to find the optimal path which satisfies application
QoS requirements. First, a set of logical paths with a logical
hop count of less than H are obtained from the logical mesh
network. The upper bound H is introduced to avoid to generate
an unnecessarily long path and shorten the calculation time.
Then, for each of logical paths in the set, a node derives the
available bandwidth as the minimum available bandwidth of
logical links constituting the logical path. Finally, the logical
path with the largest available bandwidth in the set is chosen
for the session. When there are two or more logical paths
with the same largest available bandwidth, the logical path
that has the smallest physical hop count is chosen for the
session to minimize end-to-end delay. When there are two or
more logical paths with the same largest available bandwidth
and the smallest physical hop count, the logical path found the
earliest is chosen for avoidance of overhead in memory copy.

III. SYSTEM ARCHITECTURE

Figure 3 shows module components of our proposed mech-
anism. In this figure, a node has four network interfaces and
we assign channel O for best-effort traffic and channels 1, 2,
and 3 for real-time traffic.

UDP/IP packets generated by a real-time application are first
processed by the logical QoS-aware routing module (LR). The
LR builds a logical path for the first packet of a new session.
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0 7 15 23 31
header ID

message_type | num_of_addr message_len header information

source port destination port

flags of node #1 (IP_ver, isSrc=1, isDst=0, isVisited=1)

address of node #1(source)

flags of node #2 (IP_ver, isSrc=0, isDst=0, isVisited)

address of node #2 logical path information

flags of node #n (IP_ver, isSrc=0, isDst=1, isVisited)

address of node #n(destination)

Fig. 4. LR header format.

Packets are encapsulated by an LR header indicating addresses
of intermediate nodes of the logical path as shown in Figure
4, so that it traverses the logical path on the physical network
operated by OLSRv2. Finally, the LR passes the encapsulated
packet to the switching module (SW). On receiving a packet
from the LR, the SW determines the physical next hop node
in the physical network for the logical next hop node. Then,
the SW emits the packet destined to the logical next hop node
though a network interface for a channel with the maximum
available bandwidth.

When the SW receives a packet from the network, the SW
investigates an LR header to identify the logical next hop node
of the packet. If the logical next hop node is the node itself, the
SW forwards the packet to the LR. Otherwise, the SW sends
the packet to the physical next hop node on the physical path
toward the logical next hop node. On receiving a packet from
the SW, the LR investigates the LR header to check whether
it is the final destination or not. If the node is the destination,
the LR removes the LR header from the packet and passes it
to the corresponding real-time application.

The SW is also responsible for estimation of the available
bandwidth. The BW estimator module in the SW observes
packet transmission and reception, estimates the available
bandwidth of each channel by using Equation 1, determines
the available bandwidth of the node by using Equation 2, and
reports the result to the OLSR module (OLSR).

The OLSR manages the physical network by exchanging
HELLO and TC messages on the best-effort channel. The
OLSR obtains the information about the available bandwidth
of the node from the SW. The OLSR generates and exchanges
HELLO messages embedded the information about its avail-
able bandwidth with neighboring nodes. The OLSR of an MPR
generates and disseminates TC messages embedded with the
information about its available bandwidth and the available
bandwidth of its MPR selectors. On receiving HELLO or TC
message, a node builds and updates the Extended Topology
Set. On receiving a request from the LR, the OLSR provides
the LR with the Extended Topology Set.

IV. SIMULATION EXPERIMENTS AND DISCUSSIONS

In this section, we first evaluate the performance of our
proposal through simulation experiments. We used QualNet
4.0 simulator [13]. We based our OLSR module on the code

TABLE I
SIMULATION CONDITIONS.

scenario | channels | logical routing channel switching
1 1 N/A N/A
2 2 off N/A
3 4 off at source, at random
4 4 off hop-by-hop
5 4 on hop-by-hop

provided by Niigata University OLSRv2 project [14] with
some modifications for supporting our proposed mechanism.

We built a grid network consisting of 100 nodes in
the 1,000% 1,000 m? region. We assigned four wireless net-
work interfaces with omnidirectional antenna per node, chl
(2.412 GHz), ch6 (2.437 GHz), and ch11 (2.462 GHz) assigned
for real-time channels and ch14 (2.484 GHz) assigned for best-
effort channel. A node can communicate with eight nodes
in the diameter of 153 m at the rate of 54 Mb/s as lines for
bidirectional links show. Radio signals transmitted by a node
can interfere 24 nodes in the diameter of 289 m. We used the
free space path-loss model with no shadowing and no fading.
A FIFO buffer at IP layer has the capacity of 50,000 B.

As an application, we assumed VoIP traffic. A source node
generated packets of 172 B consisting of voice data of 160 B
and RTP header of 12 B every 20 ms, i.e. 64 kb/s CBR traffic.
We measured the delay from a source to a destination and the
delay jitter. We initiated 80 sessions between randomly chosen
pairs of a source node and a destination node at randomly
chosen time from 30 to 90s in simulation time. Each session
lasts for 60s. A simulation run was terminated at 155s in
simulation time after all packets had reached to the destination
node. We considered 10 traffic patterns, i.e. 10 sets of 80
source-destination pairs and their starting time.

To evaluate the effectiveness of our proposal, we consider
five scenarios different in the number of available channels,
their usage, and the way of channel selection. They are
summarized in Table II. All of control packets of OLSRv2 and
data packets of real-time applications are accommodated in a
single channel in the scenario 1, whereas they have separated
channels in the scenarios 2 through 5. In the scenario 3, the
number of channels assigned to real-time traffic is increased
from one to three. A real-time channel for a session is chosen
at random at a source node. The scenario 4 is different from
the scenario 3 in choosing a real-time channel with the highest
available bandwidth in sending a packet at a source node and
intermediate nodes. The scenarios 3 and 4 are similar to the
proposal in [15]. Finally, the logical routing is conducted in
the scenario 5.

Results on the average end-to-end packet delivery ratio, the
average end-to-end delay, and the average packet delay jitter
are shown in Figures 5, 6, and 7. The horizontal axis of these
figures corresponds to the traffic pattern numbered in order
of the average hop counts of physical paths. The vertical axis
of the Figure 5 indicates the end-to-end packet delivery ratio
averaged over 10 simulation experiments and of the Figures 6
and 7 corresponds to time. We can see that the average delay
increases and the packet delivery ratio decreases by separating
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Fig. 5. Comparison of average packet delivery ratio. Fig. 6. Comparison of average delay. Fig. 7. Comparison of average delay jitter.

control and data channels by comparing the scenarios 1 and 2.
The increase in the delay is for the longer packet length. It is
shown that the packet delivery ratio is as high as 92% to 99%
in the scenario 3, and the delay and the delay jitter become ten
times smaller than those in the scenario 2 by having multiple
real-time channels.

The delay can be further reduced in order of magnitude for
the balanced usage of channels by the hop-by-hop channel
switching in the scenario 4. To quantify the balanced channel
usage, we introduce following two metrics. The first one is
the variance o2 of transmitted data frames per channel,

n

> (@ —2),

i=1

21

(3)
n
where n is the number of nodes, x; is the transmitted frames
of node 4, and Z is the average among nodes. The smaller
value of the variance indicates more balanced use of wireless
channels. The average value of variance is 8.88 x 10° in the
scenario 3 while it is 7.93 x 10 in the scenario 4.
The second one is the fairness index f of transmitted data
frames per channel,

nyi T
The fairness index of 1 means that wireless channels are used
equally. The average value of fairness index is 0.60 in the
scenario 3 and it is 0.99 in the scenario 4. The maximum delay
in the scenario 4 was 18 ms, which satisfies the requirement of
Class A quality of ITU-T Recommendation G.144, i.e. 100 ms.

In Figure 8, we compare the scenarios 4 and 5 in the
utilization of real-time channels in one simulation run. It is
noticed that the nodes 32 and 65 are heavily loaded in the
case without logical routing (Figure 8(a)), whereas the load is
relatively distributed in the case with load balancing (Figure
8(b)). The average value of variance of transmitted data frames
per node is 1.02 x 108 in the scenario 4 while it is 7.58 x 107 in
the scenario 5. The average value of fairness index is 0.53 in
the scenario 4 and it is 0.66 in the scenario 5. From these
results, we can say that the scenario 5 effectively selects
logical paths in order to avoid selecting busy nodes in the
whole network.

f= 0<f<1). @

V. PRACTICAL EXPERIMENTS AND DISCUSSIONS

In this section, we introduce the experimental system that
implements our proposed mechanism and show results of
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Fig. 8. Comparison of total number of transmitted MAC frames.

Fig. 9. The ad-hoc wireless relay node (Hitachi
Information & Communication Engineering).

Fig. 10. Experimental
topology.

practical experiments.

A. Experimental system

We used the experimental system, the ad-hoc wireless
relay node shown in Figure 9, to implement our proposed
mechanism. The node has four wireless network interfaces
which support IEEE 802.11b/11g MAC protocols and we
used three interfaces in the ad-hoc mode. We configured one
interface among the three for best-effort channel and the other
two for real-time channel.

B. Experimental environment and discussions

Since we had only four relay nodes, we organized a simple
square topology illustrated in Figure 10, where the node S
is a source node, the node D is a destination node, and
the nodes A and B are intermediate nodes. The solid lines
indicate physical links. We used 64 kb/s CBR traffic. In the
practical experiments, the source node S generated a new
session every 5s and sessions kept sending packets until the
end of the experiment. At the beginning of measurement, the
network interfaces were already up and the OLSRv2 was fully
functional.

Figure 11 shows the received data rate, the expected data
rate, and the delay jitter per session. Until about 35s, the
received data rate per session was as high as the expected re-
ceive data rate which is defined as 8,600 B per second, i.e. the
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packet delivery ratio is higher than 98%. Although we could
not measure the delay for inaccurate timer synchronization,
the delay jitter was as small as 20 ms. We can see in Figures
12 and 13 that both intermediate nodes were used by the LR
whereas the node A was the physical next hop node for the
node D. The LR selected the node A as the intermediate node
for the first two sessions and the node B for the next four
sessions. Moreover, real-time channels were evenly used on a
node by the SW. From 35 s, however, the received data rate per
session suddenly deteriorated and the delay jitter exponentially
increased. The reason for this can be explained by Figure 14,
where the transition of CPU usage of the node S is depicted.
The CPU idle ratio on the node S dropped to zero at 35s
and was kept zero since then. It implies that the drop of data
transmission rate was caused by the full utilization of the poor
CPU resource of the node S. We are still working to improve
our modules to use CPU resource not so much.

VI. CONCLUSION

In this paper, we proposed a QoS-aware routing mechanism
for real-time applications. By embedding bandwidth informa-
tion in control messages of OLSRv2, a source node establishes
the logical path satisfying application QoS requirements with
a view of topology and bandwidth of the whole network.
Through experiments on a simulator and a prototype, we con-
firmed that our mechanism could achieve the packet delivery
ratio of about 95% at the end-to-end delay of about 10 ms
in a grid network of 100 nodes by assigning three dedicated
channels to real-time traffic and conducting logical routing. In
addition, traffic was more evenly distributed over the whole
network.

However, some issues still remain. We need to reduce the
load on a node to avoid the system-dependent bottleneck. In
addition, we need to conduct extensive evaluation including

12.  Per channel transmission data rates at

100
time [s]

100 150 200
time [s]

Fig. 13. Per channel transmission data rates at
the node B.

the scalability and comparison with other QoS routing proto-
cols such as QOLSR [16].
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