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Abstract—This paper proposes a novel recovery mechanism only one failure occurs at one time, and there have been
from large-scale network failures caused by earthquakes, ter- yary few studies on protecting mechanisms against large-scale

rorist attacks, large-scale power outages and software bugs. . . .
Our method, which takes advantage of overlay networking network failures in which many network elements go down

technologies, pre-calculates multiple routing configurations to simultaneously.

prevent possible simultaneous network failures and selects one Furth th h b f tudi ding |
configuration immediately after detecting the failures. Through urthermore, there have been 1eéw studies regarding large-

numerical calculation results using actual AS-level topology, we scale failures in IP networks such as the Internet [1]. The main
frgcr’nw ;gf}}i i’(‘)” 9%&6}C\trl\/\ﬁenemﬁgg)?ngqft:gvSZtEeg\c;tkh rgsf‘;:l?gmg reason for this may be that IP itself has some mechanisms to
short, when up to 8% of the nodes in a network are down duickly recover from small-scale network failures. However,
simultaneously. . recent investigations have revealed that the Border Gateway
faiIISr.lé),( F)Tr%rg:ji;g}’;ﬂ% peeg‘(’)"\f’glr; routing, large-scale network o o14061 (BGP) [2], which operates inter-Autonomous-System
(inter-AS) routing in the current Internet, requires considerable
[. INTRODUCTION time (from a few minutes to several days) to converge routing
Computer networks have already been regarded as an t@gles, especially when large-scale failures occur or for certain
sential infrastructure, like water and gas utilities. Therefor&inds of network topologies [3, 4]. There is essentially no
recovering from network failures and ensuring network corheoretical upper bound for the routing convergence time in
nectivity are becoming an important challenge. BGP, and there are many situations in which the routing
Generally, highly reliable networks can be realized bgonvergence time increases significantly, as in the count-to-
adding redundancy to network equipment. In this case, whi¥inity problem [5].
active equipment goes down due to some failure, the networkTherefore, various methods to improve routing convergence
will recover from the failures by replacing them with thgime in BGP have been proposed [6-8]. However, most of
alternate equipment. Therefore, existing research on netwdiiem require modifications to BGP and TCP/IP, meaning that
recovery focuses generally on the trade-off between cost dheéy require standardization processes. Consequently, such
performance, and concludes that, to increase the efficiencynaddifications cannot be deployed to the current Internet in
the recovery mechanism within limited resources, we shoutle near future.
add higher-level redundancy to the network equipment with aAnother problem of current BGP routing is the policy-based
larger probability of failing. However, this traditional approachouting operated by Internet Service Providers (ISPs). ISPs
cannot be applied to the recovery mechanisms for larggenerally have many links interconnecting with other ISPs,
scale network failures caused by earthquakes, terrorist attackbich have various monetary cost structures, such as peering
large-scale power outages and software bugs, because ahé transit relationships [9, 10]. BGP routing configurations
probability of such failures occurring is quite low and there very much affected by the ISPgolicies, which are driven
implementation cost for preparing against such failures ly the cost structure of these links. This means that current
very expensive. Consequently, most existing protection aB&P routing is not configured to maximize user-perceived
recovery mechanisms assume a single-failure model, thatpsyformance, such as end-to-end delay and throughput [11,



12], as well as the network connectivity itself. We believbetween the overlay nodes, and the overlay nodes control the
that this affects network performance, especially the netwoalpplication traffic to satisfy their requirements and policies.
connectivity, under large-scale failures. Some overlay networks do not assume specific upper-

In this paper, we propose a novel recovery mechanidayer applications and concentrate only on the routing of
from large-scale network failures. By taking advantage afverlay network traffic. We refer to such application-level
proactive network recovery mechanisms, our mechanism daaffic routing asoverlay routing[13, 14], which we exploit
work quickly, even when BGP requires a long time to recovéor the proposed method in this paper. The primary reason
the network reachability, or cannot completely recover frofior utilizing overlay routing is that it does not require a
the failure. The main reason we utilize the overlay networtandardization process since it runs at the application-layer. In
approach is that we can deploy the proposed method easily aadition, the application-level traffic routing which is operated
quickly since it does not require the standardization process.dy overlay routing can overcome the shortcomings in policy-
addition, the application-level traffic routing which is operatedased BGP routing.
by overlay routing can overcome the shortcomings in polic
based BGP routing.

Our method is based on a proactive recovery scheme whichAs in water and gas utilities, information networks are
pre-calculates multiple routing configurations against possiblginerable to large-scale failures when disasters, such as
network failures and shares the configurations throughout t®@rthquakes, terrorist attacks and large-area power outages,
network. When failures are detected, our scheme immediategcur. In addition, software bugs in major router operating
selects one of the configurations according to the detected falystems may result in the simultaneous breakdown of many
ures. In this paper, we propose various algorithms to calculatetwork nodes (e.g., routers and switches) in a network. In
multiple routing configurations to accommodate large-scas¢ich emergency situations, it is vital to quickly restore network
failures in a network. connectivity and to prioritize emergency communications such

The effectiveness of our method is demonstrated by nas 911 calls. Although many studies have considered the
merical evaluation results using the actual AS-level networRstoration of network connectivity, which is also the focus of
topology of the current Internet. We show that our methd#lis paper, most assume a single-failure model, not multiple
improves the network reachability significantly in cases dailures occurring at any particular time. In general, the
single node (AS) failure and simultaneous multiple nod@&echanisms for single failures are not effective for coping
failures. Furthermore, our method can keep the average pwith large-scale network failures during which many network
length after the recovery almost equal to the ideal value. elements simultaneously break down.

The remainder of this paper is organized as follows. In A further problem associated with recovery mechanisms for
Section Il, we introduce the research background on ovéarge-scale failures is cost/performance trade-off. Since the
lay routing mechanisms and network recovery mechanisnsobability of large-scale network failures occurring is quite
In Section Ill, we give brief explanation of the recoveryow and the implementation cost for preparing against such
mechanism which is the basis of our method. In Section Nailures is very high, it is difficult to introduce appropriate
we present the design issues and detailed algorithms of ¢@eovery mechanisms. Thus, an effective low-cost solution
method. We confirm the effectiveness of our method using necessary to deal with large-scale network failure in IP
extensive numerical examples in Section V. Finally, Section Wetworks.
summarizes the conclusions of the present study and discu
areas of future consideration.

)é. Recovery from large-scale network failures

sse . . .
8. ??eactlve and proactive recovery mechanisms

In general, network recovery mechanisms are categorized
into two types: reactive and proactive. In reactive recovery
A. Overlay networks and overlay routing mechanisms, when network nodes detect network failures, they

Overlay networks are defined as upper-layer networks buiit-calculate the routing configurations and propagate them
on the lower-layer IP network, and they provide speciathroughout the network to converge the routing. The nodes
purpose application services such as P2P networks, geah accommodate various kinds of network failures flexibly
networks, IP-VPN services and Content Delivery/Distributiowithout failure prediction by utilizing dynamic mechanisms
Networks (CDNs). In overlay networks, the endhosts arid calculating and propagating alternate paths after detecting
servers that run application programs become overlay nodks failures. One of the main shortcomings of reactive recovery
that form the upper-layer logical network with logical linksmechanisms is that they require considerable time for routing

Il. RELATED WORK



® . [1l. RESILIENT ROUTING LAYERS (RRL) [15]
non-sate node —— non-safe link

() safenode === safelink A. Overview

RRL pre-calculates multiple network topologies and routing
tables, which are called Routing Layers (RLs), from the orig-
inal network topology to which RRL is applied. In each RL,
RRL assumes a failure of the network node(s) to occur, and
configures the network topology to recover the failure without
degrading the reachability of other parts of the network. All
nodes in the network share the calculated RLs, and select the
same one RL when network failures occur. When no failure
occurs, RRL utilizes the original network topology.

.
®

m [ ——

(@) RLo (original network (b) RL,
topology)

. failed node " default path

@ «—— altemate path We refer to the node which is assumed to be down in each
L @X\ X\:?/ @ ____@___?@ RL as asafe nodeand calculated RLs asRouting Layer Set
BN :‘@" i i X \" i (RLSet). Each RL, except the original network topology, has
LA A - A . at least one safe node. The weight of the link connected to the

@ ______ @ ______ @___@___ ;afe node is set to the maxim_um value so that the safe node
is prevented from being used in a route between other nodes.
_ That is, the links connecting to the safe node are used only

(c) RLo (d) Example of accommodating . . . .
RLo when the safe node is either the source node or destination

node. We refer to such links asfe links When a node failure

is detected by its adjacent node, the adjacent node selects one

RL from the RLSet, in which the failure node is safe.

Figure 1 illustrates an example of the application of RRL
to the network topology. Figure 1(a) represents the original
convergence after the failures since new routing informatidfftwork topologyRLo. RLo is utilized while no failure is
is generally propagated in a hop-by-hop manner. detected in the network. IRL; in Figure 1(b), nodes 1, 2, 3,

and 4 are safe nodes, and nodes 5, 6, 7, and 8 are sRfB.in

In contrast, proactive recovery mechanisms pre-calculdteFigure 1(c). That is, all nodes in the network are safe in
recovery settings (i.e., routing tables) by assuming possikleleast one RL in RLSet. Note that the weight of the dashed
failures and then distribute the settings throughout the netwolikks in Figure 1(c) is set to the maximum value, since they
When a network failure is detected, the recovery mechanigionnect to the safe nodes.
immediately selects one of the pre-calculated settings accordHere, consider a data transmission from node 3 to node
ing to the detected failure. So, when the failure is covered When there is no failure in the networkL, is utilized
by the pre-calculated settings, proactive recovery does rpid the route becomes 3-5-4 since each RL utilizes the route
require routing convergence time after the failure. Howevdsy Dijkstra’s shortest path algorithm. When node 5 is down,
when the failure has not been considered in the pre-calculatigéie route from node 3 to node 4 becomes unavailable since it
the recovery mechanism cannot completely recover from theludes the failure node. In this casR]- is utilized since
failure. So, in the proactive mechanism, we must carefullyode 5 is safe iRL,. Then the route from node 3 to node 4
select the network failures assumed to occur in pre-calculatibgcomes 3-2-1-4, as shown in Figure 1(d).
the recovery settings.

Fig. 1. Example of RLSet. Shown afeL,, RL; and RL»

B. Accommodating large-scale network failures

Since our goal is to recover from large-scale network As described above, RRL can recover from a single-node
failures in a short time, we employ the proactive networfailure completely, meaning that it can keep the reachability of
recovery mechanism. Especially, we focus on the Resilieslt nodes except the failure node. This is because each node
Routing Layers (RRL) proposed in [15], because RRL aig the network is safe in at least one RL in the RLSet. In
simple and have high-flexibility and applicability. We extendll5], the authors show the following evaluation results: up to
RRL to accommodate large-scale network failures. In Sectitens of RLs are needed to keep all nodes in the network safe
11, we briefly explain the mechanism of RRL and its difficultyin at least one RL, even when the network has thousands of
in accommodating large-scale failures. nodes. In addition, when multiple nodes which are safe in the



same RL become failures simultaneously, the failures can bdn all construction algorithms, we select node to be
recovered by utilizing the RL. Therefore, as the number of sadafe from the nodes in the original network topology, which
nodes in each RL increases, the probability that multiple nodatisfies the following three conditions:

failures can be recovered increases. However, as the number . ~onnects to at least one non-safe node

of safe nodes in each RL increases, the number of availablg A adjacent safe nodes t@ connect to at least one non-
links in the network decreases, since the links connected to the ¢5¢a node excluding

safe nodes become unavailable due to the nodesmximum « The network topology after making safe maintains

weight. The path length (hop count) also increases between e network connectivity. That is, all non-safe nodes in

nodes in the RL. _ the network can reach the other non-safe nodes without
Furthermore, the number of RLs in the RLSet also affects passing through the safe links and safe nodes.

the recovery performance of RRL. When we utilize manﬁI te that in all tructi lorith Il network nod
RLs and each node in the network becomes safe in muItipe0 € that in all construction algorithms, -all nework nodes

) . are safe in at least one RL in RLSet. Furthermore, in some
RLs, the RLSet will accommodate a larger number of failure ith K g fo i tiole RLS i
patterns. However, increasing the number of RLs in RLS%por' MS, We make some nodes sale in mulliple s in

o . RLSet. We call this feature aoverlapping feature
will increase the memory usage and processing overhead. _ _
Therefore, for RRL to realize high recovery performance 1) Hub-based algorithmThe hub-based construction algo-

after large-scale network failures, we must carefully configufghm (HUB) assumes failures that greatly affect the network

the number of RLs in RLSet, the number of safe nodes in eara?chability, that is, failures of high-degree nodes (hub nodes)

RL. and the selection of nodes as safe in each RL. Howevgp,d their adjacent nodes. HUB constructs RLs so that a hub
to the best of our knowledge, no research results have b€ and as many of its adjacent nodes are as safe as possible.

reported on RRL-based proactive recovery mechanisms fye rest of the nodes are safe in additional RLs, from which
large-scale network failures we select safe nodes randomly. Note that each node in the

network is safe at only one RL in RLSet.

_ The overlapped hub-based construction algorithm (Ht)B
In [15, 16], the authors note that RRL can be implemented,\«i,cts multiple RLs for each hub node, whereas HUB

at various layers. For example, in [16], RRL runs in an MPLgqstricts only one RL for each hub node. Specifically,
network. In an IP network, RRL can be implemented by, g ¢ prepares RLs for a hub node so that all of its adjacent
utilizing unused bits of the IP packet header to designgl@yes hecome safe in those RLs. As a result, some nodes in the
the index of the currently used RL. One of the significaferyork are safe in multiple RLs: that is, there is overlapping.
shortcomings in the implementation at the MPLS or IP IayeB%y this overlapping feature, we can expect improvement of
is that the standardization process is required. The Othgp yecovery performance when the number of RLs in RLSet
problem is RRL must be implemented for all nodes (MPL{ reases.

switches or IP routers) in the network. In this paper, we assumez) Attribute-based algorithmThe attribute-based construc-
that the proposed methgd is implemented 'at the apphcgnggn algorithm (ATR) and overlapped attribute-based construc-
Iay.er. That is, we exploit overlay networking teChno_IOQ'eﬁon algorithm (ATR 0) assume that each node in the network
to implement thg proposed mgthod. The adv:?mtag_es N USHEE an attribute such as location, vendor name, version of node
overlay networking technologies are summarized in SUbS%'S, and topological information. We also assume that in large-

C. RRL implementation as an overlay network

tion [I-A. scale failures, the nodes with the same attribute will break
IV. PROPOSEDMETHOD down simultaneously. ATR tries to construct RLs so that the
A. RLSet construction nodes with the same attribute are safe in a single RL. ATR

As described in Section Ill, for accommodating simultaconstructs the RLSet in a way similar to HUB with the
neous multiple failures by RRL-based recovery mechanisn@erlapping feature.
we must carefully choose the following: the number of RLs in 3) Degree-based algorithmbegree-based construction al-
RLSet, the number of safe nodes in each RL, and the selectgorithms select the nodes to be safe in order of their degree.
of nodes as safe in each RL. In this subsection, we pres& consider degree algorithms to be effective against network
various construction algorithms of RLSet. In each constructidailures caused by intentional human attacks to the network.
algorithm, we assume patterns of simultaneous multiple nodé consider two algorithms: DEC and INC, which select the
failures occur, and the proposed algorithm aims at recovesgfe nodes in decreasing and increasing order of the node
from all the failure patterns. degree. DEC and INC do not utilize the overlapping feature.



. . TABLE |
4) Random-based algorithmRandom-based construction  gyayarion PARAMETERS OF RLSET CONSTRUCTIONS AND THE

algorithms randomly select the node to be safe. Therefore, NUMBER OFRLS
they may be effective against random network failures, such
- 1 i af
as age-related degradations of network equipment. One of CASE 1| CASE 2
the advantages of these algorithms is their simplicity. Unlike Parameter Explanation Value
HUB and ATR, they require neither the topology information L N“mber(ﬁURB")s 259 10
nor the nodes’ attributes; they only utilize the list of nod€S  Lrandom Number of random RLS 3 3
, . . (HUB, HUB_0)
in tht_a netwqu. We_ p_resgnt the following thrge construct_lcn Degin Minimum degree of >0 70
algorithms differentiating in terms of the policies of selecting hub node (HUBo)
. Lhup Number of RLs 38 2
safe nodes in each RL. (HUB o)
The filled random construction algorithm (RNf) con- A Number of attributes 4 2
e (ATR, ATR_0)
struc_ts an RLSet so that each RL makes as many nodes—as o Number of RLS constriicied 50 5
possible safe. RNLF does not use the overlapping feature. from each attribute (ATRo)
i ; ik safepml. Upper bound of the number of 26 26
Slrlwce RNDf can keep a small number of RLs |.n RLSet, it is n safe nodes in each RL (RND)
suitable for networks in which memory usage is limited. LoL_rnd Number of RLs 2000 10
- ; ; ) (RND_o)
The uniform random construction algorithm (RN\D con 5afeOL= | Upper bound of the number of 559 559
structs RLs so that the number of safe nodes in each RL is safe nodes in each RL (RND)
uni ie limitati RLSet Construction Algorithms Number of RLs
less than or equal to the thres.hokiz.femm). This Ilmltatlon Hub-based construction (HUB 25 T
controls the number of safe links in each RL, which affects Overlapped HUB (HUBO) 269 11
h h lenath r recoverina the failure. The overl ina Attribute-based construction (ATR 254 13
the pat_ engt afte_ ecovering the a.u e. The ove gpp g Overiapped ATR (ATRO) S 3
feature is not used in RNIi. We consider that RNDu is Filled random construction (RND) 7 7
suitable for networks in which the number of nodes that break Uniform random construction (RNI) 12 12
. . Overlapped random construction (RN&) 2000 10
down simultaneously is not large. Degree decreasing construction (DEC) 12 12
The overlapped random construction algorithm (RNP Degree increasing construction (ING) 11 12

sets the number of RLs in RLSet foy;, .« and the number
of safe nodes in each RL taife?L_ \We select the safe

max

nodes in each RL to have the overlapping feature. ROl there is no need for the intermediate nodes to select an RL

suitable for networks in which many nodes tend to break dovi@cket-by-packet.

simultaneously. 2) Dynamic RL selectionThe dynamic RL selection per-

mits the intermediate nodes to change the RL to be used. In

detail, when one of the intermediate nodes finds that it cannot
When packets are routed according to the proposed mefifrward a packet to the next-hop node due because it is using

ods, there are two ways to select an RL from RLSet. Althougth inappropriate RL, the node will change the RL to be used

this is briefly explained in [15], we summarize the detailso that the packet can be forwarded to the next-hop node. In

of each type of selection since they significantly affect thgeneral, this on-demand selection of an RL creates a routing

performance of our method. loop by repeated changes of the RLs in some intermediate
1) Static RL selectionin static RL selection, when packetsnodes. However, in the proposed method, we avoid the routing

are generated at a source node, the source node selects afoBb by forcing the node to use a new RL which has larger

from RLSet according to the detected failures and keeps usiigmber of safe nodes than the current RL.

the RL until packets arrive at the destination node. The sourceThis dynamic mechanism can increase the network reacha-

node selects an RL in which all failure nodes are safe. Wheility after recovery, even when there is no RL in the RLSet

all of the failure nodes are safe in multiple RLs, the send@mich makes all the failure nodes safe.

node selects one RL which has the smallest nhumber of safe

nodes. Conversely, when there is no RL in which all of the

failure nodes are safe, the source node selects one RL whfthEvaluation method

sets the largest number of failure nodes as safe. Note that, iffo evaluate our proposed method, we utilize the AS-level

this case, the proposed method cannot completely guarameevork topology provided by CAIDA [17]. The topology data

network reachability. includes information about the relationships between ASes
Static selection is suitable for low-latency networks sindgransit or peering) in the current Internet. For simplicity, we

B. RL selection

V. EVALUATION RESULTS
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Fig. 3. Labels of each RLSet used in the following graphs
Fig. 2. Node merge on the AS-level network topology provided by CAIDA
TABLE I
AVERAGE PATH LENGTH WITH STATICRL SELECTION FORCASE 1

extract the topology with ASes administrated by the Japan

Fallures: 27 10720 F_RND F_ADI FATR FINK
; FiUB 77812917202 | 2807 2.77 268 | 279712887 2.86 | 2741 288 2.80
Network Information Center (JPNIC). Note that we merge th AUBo 2831 2.7412.70 | 2877258 12.00 | 284 [2.7412.71 | 2.89 7284 2.71
: : : : ATR 27372717268 | 27972617248 | 2737 2.7172.69 | 2.8172.7972.78
nodes which have only one link to the their adjacent node;—xw; 2797281 72.77 | 2807 2.72 1257 | 2831 2.76 [ 2.72 | 2.8612.85 1 2.79
. . L oS 2787273 /2.70 | 2887246 205 | 2.782.73/2.71 | 2.9012.79 7 2.71
as shown in Figure 2, because the nodes do not have 1Y —=wo_u 275/ 2.7412.72 | 2.76 12697256 | 2.7572.7512.73 | 2.7972.8612.78
. . RND_o 7997296 /2.89 | 2.9972.75 247 | 2.9972.97 /2,02 | 2.98 (3017293
alternate path when the link is disconnected due to failurgs—oec 2.7212.6912.66 | 2.7072531236 | 27112691267 | 2.79126812.73
. — NG 2.7272.6812.66 | 2807258 [ 2.45 | 2.7212.68/2.66 | 2.8072.78 1 2.78
As a result, the network topology consists of 259 nodes amd—ore 2847282 2.80 | 2827 2.7372.60 | 2.84 72837281 | 2.85/2.8272.78
TOEAL 2707 2.7312.77 | 2.7873.3074.02 | 2707 2.7212.73 | 2.701 2.7 2.80

1162 links (84 peering links and 1078 transit links), and the
average degree of the network nodes is 4.4. For taking ISPs’
routing policies into account, we limit the usage of peerinetWeen all reachable node pairs

links in the IP " oll Each ing link b In the evaluation results
INKS 1N the 1~ routing as Tollows. ach peering fink ¢an b, e next subsection, we plot the results of two cases for

ut|I|z§d ?nE/ Iby :]WO ASes V;hICh ﬁrz |rr1]terconnec|t|ezsby thgomparison: ORG, which represents the results in the original
pett_arlng K. n t (_a propose_ met 0d, however, a es_ C?(B]pology without failure recovery, and IDEAL, which repre-
utilize all peering links since it is operated by overlay rout'n(‘:’s'ents the results of the ideal case where we re-calculate the

We consider the following four types of network failures: routing tables after failure detection. ORG and IDEAL provide

F_RND selects fa_ilure nodes randomly. the lower-limit and upper-limit of the network reachability.
F_ADJ selects failure nodes so that the selected nodes fiBure 3 illustrates the labels of each RLSet used in the
directly connected to each other. following graphs.

F_ATR selects failure nodes with the same attributes. In
this paper, we set the attribute of each network node Results of static RL selection

as follows: we divide the network into two or four Figure 4 shows the evaluation results of the network reach-
subnetworks with the minimum cut size, meaningpility as a function of the number of failure nodes with static
that the number of links across the subnetworky| selection for CASE 1. We observe that RND much
becomes the minimum. improves the network reachability against all failure patterns,
F_LNK selects some nodes and we assume that the lindd it improves the network reachability after recovering the
interconnecting the selected nodes become failuregjlures from 98% to 99.99% against RND (Figure 4(a))
Table | summarizes the parameters of all RLSets constrwehen the number of failure nodes is two. This is because
tion algorithms described in Subsection IV-A and the numb#ére number of RLs and the number of safe nodes in each
of RLs in each RLSet. For the evaluation, we consider twRL are the largest among all RLSets. AgainsAFR (Figure
cases, CASE 1 and CASE 2, to set the parameter valué&)), ATR o largely improves the network reachability, and
For CASE 1, we assume that our method is applied to largfte network reachability after recovering the failures is in-
memory networks, so that the number of RLs in each RLSetdseased from 98% to 99.9% when a two-node failure occurs.
unlimited. For CASE 2, we assume that our method is appliddiese results mean that the attribute-based RLSet construction
to small-memory networks; that is, we limit the number of RLalgorithm works well when network failures according to the
in RLSet to a small value (approximately ten). We evaluate oattribute occur. Against the failure pattern of LINK, the
method with static and dynamic RL selections for CASE Improvement degree of the network reachability is large when
and dynamic RL selection for CASE 2. we utilize degree-based methods (DEC and INC). This is
We evaluate the network reachability, which represents thecause the degree-based methods are likely to make high-
ratio of node pairs that can reach each other after recoverithggree nodes safe in a single RL, which is effective against
from the failure, for all node pairs in the network excepfE_LNK.
the failure nodes. We also evaluate the average path lengtlrurthermore, for all algorithms, when the number of simul-
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Fig. 4. Network reachability with static RL selection for CASE 1

TABLE Il . N
AVERAGE PATH LENGTH WITH DYNAMIC RL SELECTION FORCASE 2 RL selection for CASE 1. We can observe from this figure

that the reachability of all RLSet construction algorithms

Fallures: 2710 120 F_RND F_ADJ F_ATR F_INK is close to the ideal case (IDEAL) againstFND (Figure
HUB 2.88/2.88/291 2.90/3.13/3.15 2.87/2.88/2.89 2.82/2.85/2.85
S T e e ren e emerre] (@), FATR (Figure 5(c)), and FLNK (Figure 5(d)). For
RST | 2rrTeeiTeer [ 2o SITSIT | sssiosr o | s rrerzer]  €xample, against TR (Figure 5(c)), each RLSet increases
R0 | stoTsas ool [ sasTsosTre| sesTow sm | swrsarrzes| the network reachability after recovering the failures from
DEC 2.7412.8412.89 2.92/3.11/3.11 2.7412.83/2.88 2.80/2.85/2.85 .
INC 2797288/201 | 293/311/312 | 278/2.88/2.89 | 280/2.85/2.85 89% to 99%, even when 20 nodes go down simultaneously.
ORG 2.8412.83172.80 2.83/2.74 1 2.60 2.8412.8372.80 2.85/2.8212.78 . .
TDEAL 2.7072.7372.77 | 27973341410 2.707/273/2.76 | 2.70/2.73 /280 However, against FADJ (Figure 5(b)), the degree of the

reachability improvement is not so large, becausaPJ tends
to cause multiple simultaneous failures of hub nodes, and no

taneous failure nodes increases, network reachability degraggSet construction algorithm makes two or more hub nodes
significantly. This represents the performance limitation of theafe in a single RL. We also note that by employing dynamic
static RL selection: we cannot find an appropriate RL in whidRL selection, all RLSet construction algorithms show similar
all failure nodes are safe. performances. This represents the strong effect of dynamic RL

Table Il summarizes the average path length with staiéelection, and so we presume that dynamic RL selection can
RL selection for CASE 1 when the number of simultaneougsult in high recovery performance even with a simple RLSet
failure nodes is 2, 10, and 20. These results show that thenstruction algorithm such as RNB.
average path length of RN is the longest against all failure  Figure 6 shows the corresponding results for CASE 2. This
patterns. This is because the number of available links in edtjure shows that the degree of reachability improvement is
RL is quite small since the number of safe nodes in RLs imost the same as that for CASE 1. This result means that
large. Comparing the reachability in Figure 4, we can conclugghen we employ dynamic RL selection, we can expect good
that when the number of safe nodes in each RL is large, therformance with a small number of RLs in RLSet.
reachability improves as the average path length degrades. Thigable Il summarizes the average path length with dynamic
is the trade-off relationship which can generally be found IRL selection for CASE 2 when the number of simultaneous
proactive failure recovery mechanisms. multiple failures is 2, 10, and 20. These results shows that our

However, the other RLSets can reduce the average paibthod keeps the average path length sufficiently small, as in
length in comparison with the original topology. One reasaihe case of static RL selection.
for this is that the proposed method can fully utilize the peering
links in the network, whereas the original IP routing can utilize
peering links only when the source and destination of the ThiS paper proposes a novel recovery mechanism from
traffic are ASes (nodes) which are interconnected by the liHRrg€-scale network failures. Our method, by utilizing proac-
These results clearly show the effectiveness of overlay routifife network recovery mechanisms, takes advantage of over-

VI. CONCLUSION

for proactive failure recovery. lay networking technologies. Through numerical evaluation
_ _ results, we confirmed that our method can improve network
C. Results of dynamic RL selection reachability while keeping the average path length sufficiently

Figure 5 represents the changes in network reachabilggnall. Especially, by employing dynamic RL selection, we can
as a function of the number of failure nodes with dynamigrovide almost the same level of network reachability as in the
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ideal case, even when we utilize a simple RLSet constructiol] C. Labovits, A. Ahuja, R. Wattenhofer, and S. Venkatachry, “The impact
of Internet policy and topology on delayed routing convergence,” in
Proceedings of INFOCOM 200Dec. 2001, pp. 537-546.

algorithm.

For future work, we plan to investigate the effectiveness of7]
the RLSet construction algorithms, especially when multiple

the effect of the ratio of overlay nodes in the network. Thés]
load-balancing problem after recovery is also one of thc[e9

interesting issues to be pursued.

Z. M. Mao, R. Govindan, G. Varghese, and R. H. Katz, “Route flap

damping exacerbates Internet routing convergend€M SIGCOMM
Computer Communication Reviewol. 32, no. 4, pp. 221-233, Oct.

hub nodes break down simultaneously. We will further evaluate 2002.

D. Pei, M. Azuma, D. Massey, and L. Zhang, “BGP-RCN: Improving
BGP convergence through root cause notification,” UCLA CSD, Tech.
Rep. CO80523-1873, Dec. 2004.
] W. Norton, “Internet service providers and peering,” available at http:

Ilwww.equinix.com/pdf/whitepapers/PeeringWP.2.pdf.

——, “A business case for peering,” available at http://www.equinix.

Y. Zhu, C. Dovrolis, and M. Ammar, “Dynamic overlay routing based

on available bandwidth estimation: A simulation studgbmputer

[10]
ACKNOWLEDGMENT com/pdf/whitepapers/Businessase.pdf.
[11]
This work was partly supported by "Special Coordina-
. . . . Networks Journalvol. 50, pp. 739-876, Apr. 2006.
tion Funds for Promoting Science and Technolodyragi [12

Project” Grant-in-Aid for Scientific Research on Priority

Areas 18049050 in Japan.

REFERENC

[1] A.Sahoo, K. Kant, and P. Mohapatra, “Characterization of BGP recovefys]

ES

time under large-scale failures,” Proceedings of ICC 200&un. 2006.
[2] Y. Rekhter and T. Li, “A border gateway protocol 4 (BGP—4RFC

1771, Mar. 1995.

routing convergence,” ifProceedings of ACM SIGCOMM 200@ol. 9,

no. 3, Aug. 2000, pp. 293—306.

(23]

(14]

[16]
[3] C. Labovitz, A. Ahuja, A. Abose, and F. Jahanian, “Delayed Internet

D. G. Andersen, A. C. Snoeren, and H. Balakrishnan, “Best-path

vs. multi-path overlay routing,” inProceedings of ACM SIGCOMM
conference on Internet Measureme®tt. 2001, pp. 91-100.

D. Andersen, H. Balakrishnan, M. Kaashoek, and R. Morris, “Resilient

overlay networks,” inProceedings of the 18th ACM Symposium on
Operating Systems Principle®ct. 2001.

Z. Xu, M. Mahalingam, and M. Karlsson, “Turning heterogeneity into

an advantage in overlay routing,” iRroceedings of INFOCOM 2003
vol. 2, Apr. 2003, pp. 1499-1509.

A. Hansen, A. Kvalbein, TCicié, and S. Gjessing, “Resilient routing

layers for network disaster planningd,ecture notes in computer science

vol. 3421, pp. 1097-1105, Apr. 2005.
A. Hansen, A. Kvalbein, TCicié, S. Gjessing, and O. Lysne, “Resilient

routing layers for recovery in packet networks,” Broceedings of the
2005 International Conference on Dependable Systems and Networks

Jul. 2005, pp. 238-247.

[4] B. Zhang, D. massey, and L. Zhang, “Destination reachability and BR7] The CAIDA Web Site, available at http://www.caida.org/home/.
convergence time,” lGLOBECOM 2004 vol. 3, Apr. 2004, pp. 1383—

1389.

[5] A. S. TanenbaumCOMPUTER NETWORKS3rd ed. Upper Saddle
River, New Jersey 07458: Prentice-Hall International, Inc., 1996.



