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Abstract

Energy saving and ensuring robust data collection are the big subjects in realization of wire-

less sensor networks. In the intermittent receiver-driven data transmission (IRDT) protocol, which

aims to save energy and get high reliability, communication between nodes commences when mul-

tiple receiver nodes transmit their own IDs intermittently and a sender node receives them. Then

we focused on the analogy between this periodic transmission of an ID and a periodic message in

the soft-state management which is broadly used for the maintenance of state. Soft state is often

considered to have robustness against failures, therefore, we introduce it to IRDT for constructing

the robust network.

In this thesis, we propose a soft-state management of routing tables in IRDT, where each

node uses the periodic transmission of an ID not only for communication but also update of the

routing table. By computer simulation, we show that IRDT can achieve 21% improvement in

the robustness against node failure by the soft-state management. Moreover, we show that the

receiver-driven asynchronous intermittent transmission protocol suits for the soft-state manage-

ment by comparing with the sender-driven asynchronous intermittent transmission protocol.
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1 Introduction

Recently, due to advances in wireless and micro-electromechanical (MEMS) technologies, ad

hoc networks have received considerable attention. Among ad hoc networks, sensor networks

are expected to be useful in a wide range of applications as they have sensing ability without

infrastructure. However, wireless sensor networks have critical technical problems that remain

to be solved, one of which is saving energy in sensor nodes with limited battery life. Various

approaches for saving energy have been proposed, for example, miniaturizing sensor nodes, media

access control (MAC) with sleep control, and multi-hop routing [1-4].

In particular, considerable energy can be saved through intermittent operation, in which wire-

less nodes sleep to save power and wake up periodically to communicate with other nodes. Then

we call this wake-up interval ‘intermittent interval’. This power-saving operation is based on the

fact that sleeping nodes consume significantly less energy than idling nodes [5]. In intermittent op-

eration, nodes must control wake-up times in order to communicate with each other. There are two

types of control method for intermittent operation; synchronous [3, 6, 7] and asynchronous [8-11].

For saving energy and scalability, the latter is superior in terms of the overhead for synchroniza-

tion control with other nodes [12].Intermittent receiver-driven data transmission(IRDT) protocol,

which aims to save energy and to get high reliability, makes use of the intermittent receiver-driven

asynchronous media access control (MAC). This protocol is devised for an actual product under

development and is proposed as a standard protocol of smart meter systems. By implementing

IRDT, we are developing a meter reading system which can be operated with a battery for a long

period of time. Our previous research [13] clarified the performance of IRDT by comparinglow

power listening(LPL) protocol [9], which is a sender-driven asynchronous intermittent MAC pro-

tocol.

IRDT provides from physical layer to network layer as shown in Fig. 1. In physical layer,

IRDT uses GFSK modulation to obtain tolerance for noise and manages a sleep controller which

switches wireless device on and off for saving energy. Data link layer controls the link manage-

ment between two nodes, where each node can establish the link with multiple nodes, that is IRDT

can construct a mesh network. In asynchronous MAC, a sender node has to wait until a receiver

awakes. IRDT can reduce the time of sender’s waiting for a receiver because it can wait for multi-

ple receiver nodes, which reduces energy consumption. Specifically, in IRDT, each receiver sends
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Figure 1: Protocol layer and main function of IRDT

its own ID to inform other nodes that they are ready to receive data packets as shown in Fig. 2. A

sender node waits for the receivers’ IDs, and when it acquires an ID from an appropriate receiver,

it establishes a link with the receiver and sends a data packet. After getting an acknowledge packet

for the SREQ (RACK), the sender transmits a data packet and finishes communication following

receipt of an acknowledge packet for the data (DACK). In this way, a sender node can commu-

nicate with one or more receivers flexibly, which can improve the communication reliability by

constructing mesh network and can save considerable energy by shortening the sender’s active

time waiting for an receiver. Therefore, in network layer, routing protocol is designed to use

multiple receiver nodes flexibly and effectively. However, the management of the routing table

in IRDT is not designed to deal with the emergency. Thus, when route-changes caused by the

wireless channel fluctuations or node failures occur, a system based on the original IRDT may

not work properly long after the route-changes. There are a number of applications which collect

various data such as environmental information. In these application, it is important to maintain

the function of the system in general.

The other critical problem than energy saving in wireless sensor networks is route fluctua-

tion caused by instable radio condition and failure or energy depletion of nodes. Once significant

route-changes occur, data sent from sensor nodes can’t be collected correctly and the whole sys-

tem of performance eventually degrades. In particular, in the situation where correct information

6



Intermittent interval

node 1

node 2

node 3

node ID

Start to wait for ID

Send-REQuest (SREQ)

Send Data

DACK

‘sleep’
'active'

time

RACK
Extension of active state

Figure 2: Link management in IRDT

of the route is absolutely necessary such as the failure of the destination node, the quick response

to the route-changes is a critical problem. As mentioned above, IRDT cannot deal with urgent

route-changes because of its network layer. In this thesis, we note similarities between periodic

transmission of an ID in IRDT and soft-state management, therefore in order to improve the ro-

bustness of IRDT, we introduce the soft-state management of routing information to IRDT. Here

we define the ‘robustness’ as the property that can maintain a packet collection ratio of a sensor

network system even though critical route changes occur. Soft state is one of the method for man-

agement of node’s state, in which a node sends periodic refresh message to other node to maintain

other’s state. Other node maintains its own state as long as such refresh messages arrive, but when

other node can’t receive the refresh message within a given time period, it changes to default

state. This soft-state mechanism is generally noted to have robustness [14]. Then we evaluate

the improvement of the robustness of IRDT with soft-state management through a comparison

with IRDT with hard state by computer simulation. We also compare with sender-driven asyn-

chronous intermittent MAC with soft-state management and show receiver-driven protocol have

compatibility to soft-state management.

The rest of this thesis is organized as follows. Next Section 2, we show some related work and

in Section 3, we describe the overview of IRDT. In Section 4, we discuss soft-state management

in IRDT. We present the simulation results in Section 5 and our conclusions in Section 6.

7



2 Related Work

2.1 MAC protocols for intermittent asynchronous transmission

In this section, we present some MAC protocols for intermittent asynchronous transmission and

show the essential difference between ‘sender-driven’ and ‘receiver-driven’.

There are various approaches for media access control for intermittent asynchronous trans-

mission.B-MAC [4] is a basis of LPL protocols and Fig. 3(a) shows its basic operation. In LPL,

receivable nodes intermittently check the channel condition. If the channel is idle, they sleep again,

and if busy, they start to be ready to wait for data receptions. After receiving data packets intended

for them, they return acknowledge packets. In Fig. 3(a), where node 3 wants to send data to node 1,

therefore, in order to make the channel busy, node 3 continuously sends a preamble packet for a

longer time than the intermittent interval. After sending the preamble packet, node 3 sends a data

packet and wait an acknowledge packet. There are many problems in this LPL protocol, i.e., when

the intermittent interval is comparatively long to lower the duty cycle, each sender node occupies

the channel by transmitting a preamble packet for a longer time than the interval, which obstructs

neighbor nodes’ transmission of packets. Moreover, neighbor nodes which are not a receiver for

the sender waste energy due to unrelated sender’s preamble, which is called overhearing problem.

Other problem is that each sender node has only a specific node with which communication is

possible.

X-MAC [8] was designed to solve overhearing problem of B-MAC. To prevent the channel

occupation of the sender’s preamble packet in B-MAC, X-MAC alternatively transmits a short

preamble packet continuously which includes receiver node’s ID. The operation of X-MAC is

shown in Fig. 3(b). Receiver node replies the early acknowledge (early ACK) packet if the ID

included in the short preamble is oneself. The sender node transmits a data packet after this early

ACK is received, and waits for the acknowledge packet for the data. Receivers that detect unre-

lated short preamble can sleep soon after this reception finished. Thus, the overhearing problem

generated by keeping transmitting the preamble during one intermittent interval in B-MAC can be

solved.

Attribute-based X-MAC (AX-MAC) protocol was proposed in Ref. [15] where sender nodes

can use multiple receiver nodes. AX-MAC is one of the LPL, where receiver nodes periodically

wake-up and check whether the short preamble packets for themselves are transmitted as shown
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in Fig. 3(c). When a receiver gets a short preamble packet from an appropriate sender, it returns

a data request (DREQ) packet. A node which has a data packet to send first starts to transmit

short preamble packets continuously and wait for a DREQ packet from a receiver. After sender

node gets a DREQ, it sends a data packet waits for an acknowledge packet for the data. Short

preambles are intermittently transmitted, and node ID is included in this preamble and a receiver

node that gets this preamble decides whether to relay sender’s data packet. Comparing Fig. 3(c)

with Fig. 2, these procedures of the link management are fairly similar to each other, but the

first packet to start to communicate is sent by sender node in AX-MAC and sent by receiver

node in IRDT. An essential difference between AX-MAC and IRDT is that nodes in intermittent

operation transmit packets or listen the channel, and this can be said that an essential difference

between the sender-driven method and the receiver-driven method. Our previous research showed

the impact of this difference on the performance. In this thesis, we compare the IRDT with AX-

MAC when these protocols use the soft-state management. Through that comparison, we evaluate

the difference when the sender-driven method and the receiver-driven method respectively use the

soft-state management.

Ref. [11] proposed two generic asynchronous intermittent MAC,Transmitter Initiated Cy-

clEd Receiver(TICER) andReceiver Initiated CyclEd Receiver(RICER), and evaluated their

latency and power consumption. The procedure of data sending and receiving in RICER takes

the similar procedure of IRDT. However, two channels are used in RICER to communicate and

moreover, a sender uses just one receiver in RICER. IRDT uses a single channel, which makes

implementation more easily, and construct mesh network for a highly reliable system.

2.2 Soft-state protocols and their robustness analysis

In this section, we show some soft-state protocols and describe soft state and hard state.

RSVP [16] is a protocol for the QoS guarantee and the network resource is reserved by re-

ceiver. Receivers send Resv messages to their senders periodically for the reservation of the net-

work resource and when the Resv message doesn’t reach during the fixed time, sender’s state is

initialized into default state.

SIP [17] uses soft state for the session control. Each node periodically sends the location in-

formation to the location management server for the establishment of sessions. When the location

information is not registered during the fixed time, it becomes invalid.
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PIM architecture is proposed in Ref. [18], which constructs distributed multicast tree effi-

ciently in low-dense network. PIM needs robustness against severe change of route information,

therefore it employs soft-state management. In PIM, each router sends refresh message to its

parent router periodically.

SAP [19] is used to make multicast of session information. In SAP, client nodes periodically

transmit announcement packet to well-known address and port to maintain the session state.

As above stated, soft state is used in diverse ways, but they don’t show the quantitative ro-

bustness but the qualitative robustness. John C.S. Lui et al. stressed the need for the quantitative

robustness in Ref. [14]. They modeled a hard state protocol and a soft-state protocol and compared

them quantitatively. They concluded that when network conditions can anticipate, hard state can

attain better performance, but when these conditions are unpredictable, soft-state protocol can sup-

press drastic increases of the communication cost and the blocking rate in case the DoS attack and

the link trouble occur.

The vagueness of the concept of soft state is also recommended in [20]. Authors proposed a

formal model for soft-state communication based on a probabilistic delivery model and evaluated

the tradeoff between performance overhead and robustness.

The distributed data management server application is assumed for the evaluation of the ro-

bustness of soft-state management in Ref. [21]. The message processing rates of the soft-state

data registering and the hard state data registering is evaluated, and the robustness of soft-state

management is shown. The consistency was defined asE[c(t)] that meant how much equal after

information that two systems have respectively after infinite time passed.

In the following sections, we show the overview of IRDT and describe the way that IRDT

maintains its routing information with soft state and hard state.
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3 Overview of IRDT

As discussed previously, IRDT is developed for highly reliable and low-power-consumption sys-

tem. Note that IRDT is developed and actually used for meter products [10]. Furthermore, we are

proposing this technique to IEEE 802.15 Task Group 4 as a part of standard protocol for smart

meter system [22]. In this section, we present the overview of IRDT especially on its MAC layer

and routing layer.

3.1 MAC layer

In terms of MAC layer of IRDT, its procedure of connection is explained in Section 1 and carrier

sensing multiple access with collision avoidance (CSMA/CA) is used in sending any packets.

Here, the decision of a sender regarding whether or not to send an SREQ packet is made on the

basis of a routing table and a routing function provided from routing layer. Figure 2 shows the

example of communication among three nodes. In this figure, node 3 gets an ID packet from

node 2 and decides to send an SREQ packet to node 2 according to its own routing function.

3.2 Routing layer

The routing layer in IRDT offers the following two functions:

• Management of the routing table

• Management of the routing function

The routing table is used in the routing function and the routing function decides transmission

of an SREQ packet. The routing table contains the values which figure that the hop count from

node’s own destination is larger, smaller, equal, or unclear as compared with the hop counts from

the destination to every node respectively. Therefore, in order to make the routing table, each

node has to know the hop counts from all nodes in the network. In IRDT, this information is

registered in the hop count table. To begin with, we describe the hop count table of each node. In

following description, we use simple network model as shown in Fig. 4 and a node that has an ID

k is denoted by nodek and the hop count from nodem to noden is denoted byHmn.

12
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Figure 5: Hop count tables of node 2 in Fig. 4

Hop count table

Each node has a hop count table in which the numbers of minimum hops from all nodes are

registered as shown in Fig. 5(a). In default IRDT, all nodes wake up and wait for ID packets for

six seconds every one hour. When a noden receives an ID packet from nodem, noden registers

on its hop count table thatHmn is one, that is to say, noden registers nodem as a neighbor node.

Each node also has its neighbor nodes’ hop count tables in order to calculate the minimum hop

counts of nodes whose distance is more than two hops from itself. For example, Fig. 5(b) shows

the hop count tables of node 2 of Fig. 4.

Here, The exchanges of the hop count tables between neighbor nodes happen in the following

two cases.

(1) Table exchange occurs when the hop count table is modified after sampling an node ID

13



finishes.

(2) Table exchange occurs when the hop count table is modified after exchanging tables with a

neighbor node.

In the above case (2), it seems to occur the flooding of the table exchanges, therefore nodes

exchange tables after the elapse of a random period of time.

Routing table

As stated previously, the routing table has the values that indicate the difference of the hop counts

between the owner node of the routing table and an arbitrary node. Now, we explain how each

node creates the routing table.

A routing table (denotedR) is represented by theN×N matrix whereN means the number of

nodes in the network as shown in Fig. 6. Here, we define that the element ofR is rij , denoting the

element of rowi and columnj. In addition,i is the ID of the destination node andj is the ID of the

receiver node. Here,rij is the integer value which means that the relay to the destination whose

ID is i by way of the receiver whose ID isj is any one of ‘forward relay’, ‘sideward relay’ or

‘backward relay’ which are described below. In a routing function, ‘forward relay’ is used for the

minimum hop routing. ‘Sideward relay’ and ‘backward relay’ is, for instance, used for avoiding

the congestion.

Given sender noden whose destination is nodei, when noden receives an ID from nodej,

noden comparesHni in its hop count table withHji in the hop count table previously received

from nodej. If the Boolean expression,Hni − Hji = 1, evaluates to true, the relay to nodei

by way of nodej is called ‘forward relay’ and noden setsrij to one. IfHni − Hji = 0 is true,

the relay is called ‘sideward relay’ andrij of noden is two and ifHni − Hji = −1 is true, this

relay is ‘backward relay’ andrij is set to three. In case nodej is not a neighbor of noden, noden

setrij to zero and the relay by way of nodej is denoted by ‘non-neighbor relay’. In addition,

we define that ‘forward node’ is a node for the forward relay and ‘sideward node’ and ‘backward

node’ are in a similar way. The example of the routing table of node 2 in the network composed of

five nodes shown in Fig. 4 is illustrated in Fig. 6. The elements of the routing table are calculated

based on the hop count tables shown in Fig. 5.

14
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Routing function

The routing function made in the routing layer is a logic function, and it is offered from the

routing layer to the MAC layer. In MAC layer, the sender decides whether or not to return the

SREQ packet according to this function. The above-mentioned routing table is used in this routing

function. When a node which has a data packet receives an ID packet, MAC layer only check

its own routing function and the destination of the data and the received ID. The example of

the routing function is shown in Fig. 7. In this figure, the minimum hop routing is assumed to

do, however sideward relay is also used when the condition of sideward relay is satisfied. Easy

examples of the sideward-relay condition is that true is returned at the probability of 25%.

Here, we assume that an ID packet from non-neighbor nodem is arrived at noden whose
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destination is nodei. Because noden doesn’t have nodem’s hop count table, noden has no way

of telling that nodem is nearer to the destination of noden. Therefore, in IRDT, when a node

that receives an ID from a non-neighbor node, it always replies to send an SREQ packet. What

is important then is that noden transmits an SREQ packet to nodem includingHni in the SREQ

packet. Thus, after nodem received an SREQ from noden, nodem can comparesHmi andHni.

If the expressionHmi < Hni is satisfied, nodem returns an EACK packet, but if it does not,

nodem returns a negative acknowledgement (NACK) packet. If noden receives a NACK packet,

noden starts to wait for an ID packet again.
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4 Soft-State Connectivity Management in IRDT

In this section, we present two kinds of soft-state management for improving robustness of IRDT

network against the wireless radio fluctuations and the node failures that cause the route-changes.

We propose a soft-state management of the neighbor relationship in the hop count table and also

propose a soft-state management of the hop count tables received from neighbor nodes. The

following sections explain of each in detail.

4.1 Soft-state management of the neighbor relationship between neighbor nodes

Each node in IRDT has a hop count table in which the hop counts from all nodes in the network

are registered as described in section 3.2. The neighbor relationship in the hop count table can

be maintained by sampling an ID packet because ID packets are periodically transmitted. In the

original IRDT, each node tries to sample ID packets for a short time period every a few hours.

Then we call this periodsampling perioddenoted byTs and call this intervalsampling interval

denoted byTi. A few hours ofTi is too long to response to the route-changes and this seems to be

pretty hard state-like and it can be said that the state becomes softer asTi decreases.

Here, we propose the soft-state management of the neighbor relationship in the hop count

table. First of all, we define the default state of the neighbor relationship as ‘disconnected’. In the

hop count table, when a noden cannot get the ID packet from nodem within Ti, noden setHnm

to infinity to represent the ‘disconnected’ state. If noden can obtain the ID packet from nodem,

the state of the neighbor relationship with nodem is ‘connected’ and noden setsHnm to one as

a neighbor node. The example is shown in Fig. 8 where node 2 in Fig. 4 cannot get the ID packet

from node 4 within the lastTi. Node 2 decides the state of the neighbor relationship with node 4

is ‘disconnected’ and sets the hop count from node 4 to infinity in its hop count table.

For this management of the neighbor relationship, we add a time stamp to each item in the hop

count table as shown in Fig. 8, where the items in the column of ‘last update’ are the time stamps.

For maintaining neighbor relationship, each node waits for an ID packet forTs everyTi. In the

sampling period, when a node gets an ID packet, the node sets the hop count from the sender of

the ID to one and updates the time stamp to the current time. Note that when a node waiting for an

ID packet in order to transmit a data packet receives an ID packet, the node also sets the hop count

to one and updates the time stamp. After the sampling, a node recalculates the hop count which

17
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Figure 8: Neighbor relationship management: the last update must be after 200 s, thus the hop

count from node 4 is recalculated

corresponds to infinity by using the hop count tables received from the neighbor nodes. As we

discuss later, the hop count table received from the ‘disconnected’ node is discarded. Therefore,

in the recalculated hop count table, the hop count from a ‘disconnected’ node is more than one as

shown in Fig. 8.

Here, the operation when a node tries to sample ID packets takes place as follows:

In case a node has no data packet:

When a node has no data packet, the node is in the intermittent operation, namely, it repeats

sleep and ID transmissions. In this case, the node samples ID packets instead of the sleep and

the node continues the periodical transmission of an ID packets, which becomes possible to

maintain the neighbor relationship even when two or more nodes are sampling at the same

time.

In case a node has data packet to send:

In this case, a node waits for an ID packet for a data transmission, therefore, when the node

receives an ID packet, it sets the hop from the sender of ID to one and update the time stamp

to the current time. In addition, when the node receives an ID packet, it returns an SREQ

packet if this ID meets with the routing function, which makes it possible to send an data

packet even when the node is sampling.

4.2 Soft-state management of neighbor nodes’ hop count table

In IRDT, the hop count tables of the neighbor nodes are necessary for each node to make own hop

count table and own routing table. In original IRDT, each node exchanges the hop count tables
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Figure 9: Neighbor hop count table management: the last update must be after 200 s

with the neighbor nodes when own hop count table has changed. Moreover, a node keeps holding

an neighbor’s table once the node receives a table from its neighbor.

Here, we introduce the soft-state management of the hop count table. We define the default

state of the hop count table received from a neighbor node (denoted by neighbor hop count table)

as ‘unused’. When a noden cannot get the table from nodem within Ti, noden deletes the

neighbor hop count table from nodem. If noden can obtain the hop count table from nodem, the

state of the neighbor hop count table from nodem is ‘used’. The example is shown in Fig. 9 where

node 2 in Fig. 4 cannot get the hop count table from node 4 within the lastTi. Node 2 decides the

state of the neighbor hop count table from node 4 is ‘unused’ and deletes the table from node 4.

For this management of the neighbor hop count table, we add a time stamp to the neighbor hop

count table as well as the neighbor relationship management, as shown in Fig. 9. For maintaining

neighbor hop count table, we use theTs andTi. Therefore, the management of the neighbor rela-

tionship and management of the neighbor hop count table are done at once. This is because if these

managements are separately controlled, the recalculating of own hop count table bring unexpected

results. For example, in Fig. 8, when node 2 decide the state of the neighbor relationship with

node 4 is ‘disconnected’, if node 2 still has the neighbor hop count from node 4, the recalculation

of the hop count from node 4 result in one. After the sampling, a node recalculates own hop count

table by using the neighbor hop count tables that the node still has.

Now, we describe the procedure of exchanging the hop count tables. As a premise, hop count

tables are exchanged when a node receives an ID packet while the node is sampling. Note that

only a time stamp is updated when the node determines that the node doesn’t need updating the

neighbor hop count table from the ID-sender. Here, the sequence number (denoted by table se-
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quence number or TSN) is added to the hop count table and the sequence number is used for the

determination whether or not to update the neighbor hop count table. This sequence number is

incremented when the hop count table is updated and the latest table sequence number is included

in an own ID packet. A node that receives an ID packet compares the sequence number included in

the ID packet with the sequence number of the neighbor hop count table previously received from

the sender of the ID packet. If the TSN included in the ID packet is larger than the TSN of the

neighbor hop count table, the nodes notice that the neighbor hop count table from the ID-sender is

old and it has to get the latest neighbor hop count table.

Specifically, tables are exchanged according to the following procedures.

(1) When a node receives an ID packet while it is in sampling period, it checks the TSN con-

tained in the ID packet. The node also examines that the TSN of the neighbor hop count

table received from the ID-sender.

(a) If the node has the latest neighbor hop count table, it updates the time stamp of

the neighbor hop count table received from the ID-sender and returns a table non-

exchange (TBNX) packet. The node that receives a TBNX packet addressed for the

node itself also updates the time stamp of the neighbor hop count table from the

TBNX-sender.

(b) If the node has an old neighbor hop count table, the node and the ID-sender exchange

tables each other as follows.

(2) The node transmits a table exchange (TBEX) packet that demands to exchange tables.

TBEX packet includes two TSN values. One is the table sequence number of the neigh-

bor hop count table previously received from the ID-sender (denoted by TSN1) and the

other is own table sequence number (denoted by TSN2).

(3) When the ID-sender receives an TBEX packet, it compares the TSN1 contained in the TBEX

packet with the TSN of own latest table and transmits only the difference as a table packet

between the previous own hop count table whose TSN corresponds to TSN1 and the present

own hop count table. For this purpose, all nodes maintain a history of own hop count table.

Furthermore, the ID-sender checks the TSN1 included in the TBEX packet. If the ID-sender
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also has need to acquire the TBEX-sender’s latest hop count table, the TSN of the hop count

table received from the TBEX-sender previously is added in the table packet.

(4) After receiving the table packet, the node sends a table packet if it is necessary. If there is

no need for transmitting a table packet, the node comes to wait for an ID packet again.

The specific examples are shown in Fig. 10 about the above-mentioned exchange of the hop

count tables. In these figures, nodeA is in sampling period and nodeB transmits an ID packet.

Fig. 10(a) shows the case only nodeA has the latest hop count tables created by nodeA and

nodeB respectively. In this case, nodeA checks an ID packet from nodeB and notices that the

neighbor hop count table previously received from nodeB is still latest. Therefore, nodeA return

a TBNX packet.

In Fig. 10(b), only nodeB has the latest tables of nodeA and nodeB respectively. So, nodeA

returns a TBEX packet including the TSN of own hop count table and the TSN of the neighbor hop

count table from nodeB. In this figure, the latter TSN is 18 and the TSN of nodeB’s latest hop

count table is 20, therefore nodeB transmits the difference between the hop count table whose

TSN is 18 and the latest hop count table (denoted by Table(B/20-18) in Fig. 10(b)).

Fig. 10(c) illustrates the case where neither nodeA nor nodeB has one another’s latest hop

count table. Accordingly, in addition to the procedure as shown in Fig. 10(b), nodeA also trans-

mits a table packet to nodeB.

Here, we discuss the TBEX packet collisions. When an ID packet reaches two or more nodes

under sampling, TBEX packets or TBNX packets are returned simultaneously from the nodes that

received the ID packet. For avoiding this collision, random value is added to everyTi.
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ID(B)+TSN(B/20)

node A node B

Table (A/21)

Table (B/20)

Table (B20)

Table (A/24)

TBNX

(a) Case: NodeA has the latest table of nodeB

ID(B)+TSN(B/20)

node A node B

Table (A/24)

Table (B/20)

Table (B/18)

Table (A/24)

TBEX+TSN(B/18)+TSN(A/24)

Table(B/20-18)

Table (B/20)

Table (A/24)

(b) Case: NodeB has the latest table of nodeA

Figure 10: Table exchange sequence
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ID(B)+TSN(B/20)

node A node B

Table (A/21)

Table (B/20)

Table (B/18)

Table (A/24)

TBEX+TSN(B/18)+TSN(A/24)

Table(B/20-18)+TSN(A/21)

Table (B/20)

Table (A/24)
Table(A/24-21)

Table (A/24)

Table (B/20)

(c) Case: Neither node has each other’s latest table

Figure 10: Table exchange sequence
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5 Simulation Results

We show the basic performance and robustness of IRDT soft-state managements of the neighbor

relationship and the neighbor hop count tables by computer simulation. First, we compare the

IRDT and AX-MAC when both protocols use the soft-state management in order to compare the

impact on applying the soft-state management to the receiver-driven method and the sender-driven

method. We evaluate and compare the packet collection ratio, the mean delay, the average energy

consumption, and the overhead of the energy consumption for the soft-state management. In AX-

MAC, each node continues to send short preamble packets forTs everyTi which include own

ID number and the TSN of own table. A receiver that catches a short preamble packet returns

a TBEX packet and exchanges hop count tables if necessary as is the case with IRDT. Next, we

evaluate robustness of IRDT against the wireless channel fluctuations and node failures. Finally,

we discuss the compatibility between IRDT and soft-state management and discuss robustness of

IRDT.

First, we describe our simulation model. We use the network model which shapes a square

with 300 m of side length where 30 sensor nodes represented by circles are randomly deployed and

1 sink node represented by a square is set on the left bottom of the network as shown in Fig. 11.

The parameters are set as shown in Table 1 and we assume that data packets are generated by each

sensor node according to Poisson process. We assume that the number of histories of own hop

count table in each node is sufficiently large. Note that in our reception model, when collisions

with other packets occur while a packet is being received, the packets are always discarded. All

nodes use CSMA/CA when sending any kind of packet, however, they cannot prevent hidden node

problems unfortunately.

5.1 Performance evaluation

Here, the wireless channel fluctuations and node failures are not considered in order to focus

on the basic performance of IRDT and AX-MAC with the soft-state management. The packet

collection ratio is calculated by dividing the number of the packets received at the sink node by

the number of all generated packets. The mean delay is the mean time elapsing from a generation

of a data packet to an arrival of the data packet at the sink node. The average energy consumption is

obtained to divide the sum of the energy consumption of all nodes by the number of nodes and the
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300 m

300 m

Figure 11: Network model for evaluating the basic performance

Table 1: Parameter settings

Parameter Value

Transmission speed 100 kbps

Communication range 100 m

Data packet generation rate 0.003 packets/s

Current consumption (TX) 20 mA

Current consumption (RX) 25 mA

Current consumption (SLEEP) 0 mA

Packet size (ID, SREQ, DREQ, TBEX, TBNX) 24 byte

Packet size (RACK, NACK, DACK) 22 byte

Packet size (DATA) 128 byte

overhead of energy consumption for soft-state management is the proportion of the sum of energy

consumed for ID-samplings and table exchanges to whole energy of nodes. In the simulation, each

node communicates with nodes within 100 m and the intermittent interval is set to 0.1 s or 1.0 s.

The simulation commences after initializing phase in which each node exchanges hop count table

with neighbor nodes sufficiently and finishes at 8000 second in the simulator. The sideward-relay

conditions of IRDT and AX-MAC is as follows:

The sideward-relay condition of IRDT

A sender node uses sideward-relay condition after it tried all of the forward relays since the
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latest data was generated by the sender. The sender returns an SREQ packet for an ID packet

from a sideward node at the probability of 25%. This condition is based on the minimum

hop routing but nodes can also use detour paths flexibly.

The sideward-relay condition of AX-MAC

A receiver node transmits a DREQ packet at the probability of 25% when the receiver re-

ceives a short preamble packet from a sideward node.

5.1.1 The effect of the sampling-interval changes

In general, comparing the sampling interval of the soft-state management and that of the hard-

state management, the soft-state management uses the shorter interval in order to respond flexibly

to changes in the network, namely in order to acquire robustness. However, it seems that the

shorter interval leads larger overhead of the energy consumption. We identify the shorter interval

as ‘soft state’ and the longer one as ‘hard state’. Then, we change the sampling interval in our

simulation and evaluate the performance. Note that the sampling period is fixed to two times of

the intermittent interval.

Figure 12(a) shows the packet collection ratio when the sampling interval is changed from 30 s

to 600 s every 30 seconds, where the error bar corresponds to the 95% confidence interval. IRDT

and AX-MAC can attain a higher collection ratio at 1.0 s and 0.1 s of the intermittent interval

respectively. This difference is accounted for the difference between the sender-driven method

and the receiver-driven method. In the asynchronous intermittent MAC protocol, receiver nodes

repeat the intermittent operation because the receivers don’t always know whether their neighbor

nodes have a data packet.

Then in a receiver-driven method, receiver nodes have to transmit a packet periodically in order

to inform that they are ready to receive a data packet, which obstructs much more the transmissions

of their neighbor nodes as the intermittent interval is shorter. As for the longer intermittent interval

in IRDT, the interference by the packets scarcely happens and a higher data collection ratio can

be attained. For the application where the packet generation rate is high, because the maximum

number of packets that each node can receive per unit time corresponds to the number of ID

packets each node sends per unit time, nodes have to set their intermittent interval to shorter value.

We target the sensor networks where data packets are less generated, so above mentioned case is

26



out of scope in this thesis. Meanwhile, in a sender-driven method, receivers wake up and check

the channel condition in order to obtain a sender’s packet which informs them to be ready to send

a data packet. By contrast to the receiver-driven method, a short intermittent interval is more

preferable to get a better data packet collection ratio. However, a long intermittent interval causes

a long preamble transmission to announce the sender of the preamble has a data to send, which

obstructs the transmissions of their neighbor nodes. Moreover, receivers cannot do anything when

the preamble transmission from two or more their neighbor nodes occur simultaneously, which is

the critical problem at the sink node. In the worst case, neighbor nodes of the sink node go on

sending preambles until they use the sideward relay or their sending timer, if they have, is expired.

In regard of the traffic overhead for soft-state management, AX-MAC with 1.0 s of the inter-

mittent interval degrades its packet collection ratio notably when the sampling interval is shorter

than 100 s. Because even the sink node transmits short preambles everyTi in AX-MAC, the sink

node can’t receive a data packet all that time. Especially, IRDT with 1.0 s of the intermittent inter-

val can always get the highest packet collection ratio, more than 98% irrespective of the sampling

interval.

The mean delay is shown in Fig. 12(b) which is the mean time since data packets are generated

until the packets arrived at the sink node. When the intermittent interval is 1.0 s, IRDT can deliver

a data packet average 10% faster than AX-MAC, but when 0.1 s of the intermittent interval, the

mean delay of AX-MAC is 30% reduced by that of IRDT. The main reason of the delay in AX-

MAC is that AX-MAC uses sideward relays more frequently than IRDT due to its sideward-

relay condition. Because senders in IRDT make a decision of whether to send a data packet in

accordance with its routing function, the sideward-relay condition in the routing function can use

sender’s information, such as forward relays have been already tried. In our simulation, IRDT

uses the sideward relay after all forward relays have been tried but fail, which means that the

sender cannot get an EACK packet and a DACK packet from all forward nodes. Meanwhile, in

AX-MAC, a receiver node judges a transmission of a DREQ packet from its own routing function,

therefore in routing function, sender nodes’ information cannot be taken in use. As a result, a

DREQ packet for the sideward relay is transmitted with a fixed probability. This is how the delay

in AX-MAC increases. Meanwhile, when the intermittent interval is 0.1 s, the obstructions caused

by ID transmissions make data transmissions more delayed in IRDT than in AX-MAC.

An increase in the power consumption of IRDT and AX-MAC can be seen when the sampling
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Figure 12: The basic performance of IRDT and AX-MAC: changing the sampling interval
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interval is short as shown in Fig. 12(c). Only the average energy consumption of AX-MAC at

0.1 s of the intermittent interval rises as the sampling interval increases because of the inaccuracy

of nodes’ routing table. The inaccuracy of the routing table which lengthens the time for trans-

mitting short preamble packets since the number of the forward node decreases, which has also

a little effect on the energy consumption of AX-MAC with the 1.0 s intermittent interval. When

the intermittent interval is 0.1 s, because the duty cycle of receivers is higher than in the 1.0 s

intermittent interval, nodes consumes more energy. Furthermore, the overhearing becomes a very

serious problem in AX-MAC then. The average energy consumption of AX-MAC is at least 50%

higher at 0.1 s of the intermittent interval. In the case of the comparatively long intermittent in-

terval such as 1.0 s, the energy consumption is more affected not by the overhearing but by the

sampling intervalTi. We set the sampling periodTs to two times of the intermittent interval, so,

whenTi is 30 s, each node wakes for the sampling for 2.0 s every 30 s at the intermittent interval

of 1.0 s. This consumes more energy at both of IRDT and AX-MAC.

Figure 12(d) shows the overhead of the energy consumption for the sampling, the exchanging

tables, and the overhearing for the sampling. The overhead in AX-MAC is higher than that of

IRDT when the intermittent interval is 0.1 s because of the overhearing. However, little influence

of the overhead at the 1.0 s intermittent interval reverses that. At this time, the overhearing by

the transmissions of short preambles for data transmissions happens more frequently than short

preambles for the sampling.

5.1.2 The effect of the sampling-period changes

Because neither the changes of the wireless channel conditions or the failures of nodes occur in

order to evaluating basic performance, each node has a hop count table and registers the nodes

within 100 m as a neighbor. If a node cannot receive an ID packet from its neighbor node within

Ti, it changes own hop count table. The followings are the situations in which a node cannot

receive an ID packet from neighbors normally in IRDT.

• The case a neighbor node is receiving a packet at the time of the transmission of an ID

packet.

• The case a neighbor node senses the channel conditions according to CSMA/CA and passes

on the ID transmission because of the channel noise.
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• The case a contention occurs when a sampling node receives an ID packet.

These mistakes of the sampling are solved by using the long sampling period. In the simulation

results shown in Fig. 12, we set the sampling period to two times of the intermittent interval.

In this case, the packet collection ratio is hardly influenced by the sampling period when the

channel fluctuations and node failures are not considered. However, the mean delay and the energy

consumption of AX-MAC are affected due to the inaccuracy of the routing table. Here, we show

the performance of IRDT and AX-MAC when this sampling period is changed from one time of

the intermittent interval to five times of the intermittent interval in Fig. 13, where the sampling

interval is set to 300 s. 300 s of the sampling interval is set in order to clarify the impact of only

the sampling period. In the following figures, each value of the x-axis (denoted byX) refers to

that the sampling period isX times of the intermittent interval.

The packet collection ratio of IRDT is constant at each intermittent interval respectively, but

AX-MAC is sensitive a little to the sampling period as shown in Fig. 13(a). The collection ratio at

0.1 s of the intermittent interval in AX-MAC is remarkably wrong, which is less than 80%. This

is because, in AX-MAC, the short preamble packets transmitted by the sink node for the sampling

are interfered by other nodes’ transmission of a packet. In this case, the neighbor nodes of the sink

node lose the connectivity to the sink node. Additionally, this neighbor nodes tables gradually

expand to the whole network. In contrast, IRDT can maintain the connectivity because each node

is waiting for the reception of ID packets when sampling an ID packet, which is not affected

by data transmissions. The collection ratio at the 1.0 s of the intermittent interval decreased as

the sampling period is twice or more long. The increase of exchanging table packets during the

sampling causes the decrease.

As for the mean delay, the inaccuracy of the routing table makes delay longer particularly when

the sampling period is 1.0 s as shown in Fig. 13(b). The average energy consumption shown in

Fig. 13(c) rises as the sampling period increase except for the AX-MAC with the 0.1 s intermittent

interval because the inaccuracy of the routing table increases sideward relays and causes more

overhearing. Therefore, the overhead of the energy consumption for the soft-state management

in AX-MAC with the 0.1 s sampling period is lower than that with the 0.2 s sampling period as

shown in Fig. 13(d).
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5.2 Robustness evaluation

In this subsection, we evaluate robustness of IRDT with the soft-state management of the neighbor

relationship and the neighbor hop count tables against the pathway defect by the wireless channel

fluctuations and the failures of nodes. In order to evaluate robustness, we use the value of the

packet collection ratio when the channel condition is changed and use the behavior of packet

collection ratio before and after these failures in a sensor network.

Pathway defect by the wireless channel’s change

We use a Gilbert-Elliot channel model [23] to model a wireless channel fluctuation. In this model,

two state discrete time Markov Chain, there are a good state and a bad state. We set the bit error

rate in a good state to 0 and in a bad state to 1 respectively. All the links between all pairs of

two nodes have this state respectively. Because the channel fluctuation occurs on a number of

scales, we evaluate the data packet collection ratio when the cycle of the channel fluctuation is

from 10−2 s to 103 s. We set the sampling interval to three values, 30 s, 300 s, and 3000 s, and the

intermittent interval and the sampling period are 1.0 s and 2.0 s respectively.

The red line in Fig. 14 indicates that the state becomes soft, a system can be more robust

against the cycle of the wireless channel fluctuations when the wireless channel fluctuation cycle

is larger than101 s. As for the10−2 s of the fluctuation cycle, this time scale corresponds to

the time for a node-to-node data transmission. The cycle from10−1 s to 100 s is related with

the intermittent interval. Therefore, on these time scales, the packet collection ratio should be

improved by MAC layer, not by routing layer. At this point, unfortunately the degradation of the

collection ratio on the time scale of101 s cannot be overcome, however, this can be achieved by

transport layer rather than by routing layer.

Node failures

Now, we examine the two situations to evaluate robustness against node failures as following．

• Multiple nodes failures at the same time in the network where only one sink node exists

• A sink node failure in the network that has multiple sink nodes
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Figure 14: Result for different cycles of wireless channel fluctuations

We investigate the behaviors of the packet collection ratio every 200 second in each situation.

In order to discuss only the influence of node failures，the wireless channel fluctuation doesn’t

occur in these situations. First, we focus on the multiple sensor nodes failures. We use the topology

shown in Fig. 15 and at the 2000 second in the simulation, the red colored nodes simultaneously

stop its operation by failure. The intermittent interval in IRDT is set to 1.0 s and that in AX-MAC

is set to 0.1 s to obtain a high packet collection ratio.

The packet collection ratio of IRDT and AX-MAC is illustrated in Fig. 16, in which multiple

nodes failure occur at 2000 second. In IRDT, after the failures, the packet collection ratio falls

by less than 1% and it recovers immediately. This fall is caused when the nodes which have a

data packet to send break down. The packet collection ratio after multiple nodes failed doesn’t

decrease very much because each node whose forward node failed can use alternate forward node.

Therefore, the influence of the multiple nodes failure is hardly seen in IRDT. In AX-MAC, the

packet collection ratio is also not very affected by the failures of nodes. The variance of the

packet collection ratio is larger than IRDT due to the likelihood of the collisions of short preamble

packets.
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300 m

300 m

Figure 15: Network model: the red colored sensor nodes fail at 2000 second

We also show the delay of IRDT and AX-MAC with the failures of nodes in Fig. 17. The delay

after the failure of multiple nodes soon increases because each node whose forward node breaks

down simply wait for other forward node’s ID packet. The red line of the Fig. 17(a) is higher than

others, which indicates that the exchanges of the hop count tables cause interferences when the

intermittent interval is long and the sampling interval is short.

Next, we take a focus on the sink node’s failures in a multi-sink sensor network. For the

evaluation, we use the topology shown in Fig. 18 where 30 sensor nodes are randomly deployed

over 300 m-square and 3 sink nodes are put into the three corners of the square. Each sensor node

selects one sink node as a destination from which the hop count is smallest among all sink nodes

according to its own hop count table. If two or more nearest sink nodes have the same hop counts,

a sensor node selects one of them randomly. At the 2000 second in the simulation, the red colored

sink node breaks down as is the case with multiple nodes failure. The intermittent interval in IRDT

is also set to 1.0 s and that in AX-MAC is set to 0.1 s and the sampling period is two times of the

intermittent interval.

The accuracy of the hop count table of each node is very significant in the case of the sink

node’s failure. If a node selects the disabled sink node as a destination node, a transmitted data

packet wanders over the network and cannot get to any sink node.

In IRDT, the packet collection ratio decreases at the 2000 second but the sampling interval

of 30 s can reduce this decrease below 10% (Fig. 19(a)). Other sampling intervals decrease the

collection ratio more than 31% and recovery speed is much slower than that of the 30 s sampling

interval. The similar result can be seen in AX-MAC as shown in Fig. 19(b). In AX-MAC, when

36



 0.9

 0.91

 0.92

 0.93

 0.94

 0.95

 0.96

 0.97

 0.98

 0.99

 1

 0  1000  2000  3000  4000  5000  6000  7000

P
ac

ke
t c

ol
le

ct
io

n 
ra

tio

Time [s]

node failures
(30 s)

(150 s)
(300 s)
(600 s)

(a) IRDT

 0.9

 0.91

 0.92

 0.93

 0.94

 0.95

 0.96

 0.97

 0.98

 0.99

 1

 0  1000  2000  3000  4000  5000  6000  7000

P
ac

ke
t c

ol
le

ct
io

n 
ra

tio

Time [s]

node failures
(30 s)

(150 s)
(300 s)
(600 s)

(b) AX-MAC

Figure 16: Robustness against the multiple nodes failures
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Figure 17: Delay change against the multiple nodes failures
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300 m

300 m

Figure 18: Network model: the red colored sink node fails at 2000 second

Table 2: Elapsed time for the 99 % recovery of the collection ratio after the failure

Sampling interval Elapsed time (IRDT) Elapsed time (AX-MAC)

30 s 200 s 200 s

150 s 600 s 800 s

300 s 1200 s 1400 s

600 s 2600 s 3200 s

the sampling interval is 30 s, the decreaes of the packet collection ratio is 12%, and that of other

sampling intervals is larger than 31%. Here, the recovery speed is defined that the time that

elapses since the failure occurs until the collection ratio recovers to 99% of the ratio immediately

before the failure. Table 2 shows the recovery speed of IRDT are faster than AX-MAC. The delay

becomes longer after the failure and this change is also more quickly as the sampling interval is

shorter as shown in Fig. 20.

5.3 Discussion

First, we discuss a compatibility between IRDT and soft-state management. IRDT uses a receiver-

driven MAC protocol which has a great advantage in a long intermittent interval relative to AX-

MAC that is sender-driven method as discussed in Section 5.1. A long intermittent interval is

advantageous to save energy, however, it needs a longer sampling period at least more than one

intermittent interval. When the sampling period is longer, the energy consumption for the soft-
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Figure 19: Robustness against the sink node’s failure
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Figure 20: Delay change against the sink node’s failure
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state management rises rapidly as the sampling interval is shorter as shown in Fig. 12(d). On

the other hand, Fig. 14 shows that IRDT can shorten the sampling period more than AX-MAC,

which can reduce the energy consumption. In terms of the energy consumption, IRDT does not

necessarily outperform AX-MAC when they use soft-state management, and vice versa because

the sampling interval and the sampling period should be adaptively to environmental conditions. In

the light of the packet collection ratio, IRDT with the 1.0 s intermittent interval can achieve higher

performance than AX-MAC at any sampling interval and any sampling period. If the wireless

channel fluctuations and node failures less occur, IRDT with a longer intermittent interval can

use a shorter sampling period, which doesn’t drop the packet collection ratio and is able to save

energy as shown in Fig. 13(a) and Fig. 13(c). This indicates that sampling and table exchange

have a relatively small effect on the packet collection ratio, that is the soft-state management is

compatible with IRDT. However, the energy consumption has significant increase in IRDT with

long intermittent interval which originally intends to save energy. We have to solve this problem

hereafter.

Next, we discuss robustness of IRDT. Both IRDT and AX-MAC are originally robust because

these protocols construct a mesh network. This can be seen in Fig. 16 where multiple nodes

failures don’t have much influence on the packet collection ratio. It is expected that the multiple

link failures also don’t affect on the collection ratio thanks to the alternate pathway. The wireless

channel fluctuation in our simulation can be thought as the random link failures. In Fig. 14, we

investigate the packet collection ratio under the severe fluctuation where the probability that a

channel is in a good state of Gilbert-Elliot model is less 40%. In other words, each link fails and

recovers every fluctuation cycle, at least 50% of data packets can be collected. On the critical

situation that the sink node breaks down, the packet collection ratio hardly decreases and rapidly

recovers when the sampling interval is 30 s. Comparing Fig. 19(a) with Fig. 19(b), the collection

ratio of IRDT is higher than that of AX-MAC in particular when the sampling interval is 30 s. It

can be said that robustness that IRDT originally has is effective only when the destination exists

and robustness against emergent changes is improved by the soft-state management.
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6 Conclusion and Future Work

In this thesis, we proposed the soft-state management of the neighbor relationship and the soft-

state management of the neighbor hop count table for the receiver-driven asynchronous system

IRDT. We also evaluated the basic performance and robustness of IRDT with the soft-state man-

agement through comparison with IRDT with hard-state management and comparison with AX-

MAC, which is a sender-driven asynchronous system, by using computer simulation. As a result,

we verified that IRDT is compatible with the soft-state management in terms of the packet col-

lection ratio, however, more improvements need for saving energy. As for robustness against the

wireless channel fading and node failures, the degradation of the packet collection ratio was re-

duced by 67% and the time for 99% recovery of the packet collection ratio before failures became

shortened by 2400 s.

Now, our concern is saving energy when IRDT uses the soft-state management. We believe

that the energy consumption can be more suppressed by improving the procedure of the sampling

and the procedure for exchanging tables. These are our future works.
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